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·' 6~ Weather and Climate 

Temperature, humidity, wind, and precipitation are 
the most commonly measured meteorological parame­
ters. Collectively, they are what most of us think of 
when we refer to climate. By monitoring them at 
Emerald Lake, comparisons can be made to other alpine 
watersheds where data may be available. Meteorologi­
cal measurements in alpine locations are sparse [Barry 
and Van Wie, 1974], thus such comparisons can be only 
general in nature. More importantly, by monitoring 
meteorological parameters at several locations in the 
watershed, spatial similarities and variations can be 
evaluated that will allow understanding of the distribu­
tion of meteorological and energy transfer parameters. 

TABLE 6.1: Micro-Meteorological Instrument Sites in 
Emerald Lake Watershed 

Site Elevation Location 
(m) UTM, 7.one 11 Geodetic 

1. Tower 2802 4,051,460N 36°35'55" N 
350,165 E 118°40'30" W 

2. Inlet 2813 4,051,250N 36°35'48HN 
350,250 E 118°40'27H w 

3. Pond 2962 4,050,975N 36°35'39" N 
350,520 E 118°40'16" W 

4. Ridge 3085 4,051,325N 
3501830 E 

36°35'51HN 
ll8°40'03H w 

Micro-meteorological monitoring in the Emerald Lake 
watershed is probably the most detailed in any alpine 
watershed in North America. Four sites are located on 
the topographic map presented in the previous chapter. 
Table 6.1 gives the elevation and coordinates of each 
site. Air temperature was monitored continuously at all 
four sites, humidity at the tower, inlet and ridge, wind 
speed at the inlet and the ridge, and snow and soil tem­
perature at the inlet, pond and ridge during the 1986 
snow season. The measurements were usually recorded 
at a time interval of 15 minutes, and were based on the 
average of 3 to 12 30-second samples. They were pro­
cessed and integrated to one hour averages, at a con­
sistent time step so that all sites and parameters could 
easily be compared. 

Snow surface temperature, snow depth, and snow 
density were measured manually at regular intervals at 
several sites in the watershed. Snowfall was measured 
on snowboards at two or more si tea, as soon after a 
deposition event as possible. Snow water equivalent 
(SWE) and temperature profiles were measured in 
monthly snow pits at several locations throughout the 
snow season. Less detailed surveys of SWE were made 
at a hundred or more sites four time during spring melt. 
All of these data were carefully evaluated to determine 
their reliability under a variety of conditions, relying on 
duplication of some measurements to help eliminate bad 
or spurious values. Particular care is given to data col­
lected during snowmelt and runoff. The data presented 
represent our best estimate of each parameter. 

Climatic conditions and local micro-climatic variation 
control the timing and magnitude of meltwater genera-

tion over the watershed. Snowmelt is initiated when 
the snowcover receives more energy than it loses over a 
period of time. Initially energy is utilized to increase 
the temperature of the snowcover to the melting tem­
perature (0.0°C). Once this has been achieved addi­
tional input of energy will cause melt. Variations in 
measured meteorological parameters over time can be 
used to indicate when and at what rate energy transfer 
and melt will occur. This is a complicated process 
requiring not only detailed meteorological data, but 
information on the physical and thermal properties of 
the snowcover. Because these data are seldom avail­
able, most efforts to predict snowmelt and runoff have 
been based on the use of one or more easily measured 
meteorological parameters as an index to snowmelt that 
can be used to develop a regression against measured 
streamfl.ow. 

One of the first descriptions of this approach was 
presented by Horton [1915] who suggested that air tem­
perature could be used as an index to the overall cli­
mate and therefore snowmelt. Collins (1934] defined 
the "degree-day" as a 24-hour period during which the 
average air temperature is 1.0°C above the melting tem­
perature of ice (0.0°C), and suggested that this parame­
ter could be used as an index to overall energy exchange 
and snowmelt. Early investigations of the mechanisms 
and thermodynamics of snowmelt by Church (1941] and 
Wilson [1941b] recognized the complexity of the process, 
but recommended the statistical index approach for 
predicting snowmelt because of the difficulty in acquir. 
ing data for more deterministic methods. Light and 
Kohler (1943] developed and tested a statistical 
approach for forecasting seasonal snowmelt runoff using 
snow depth measured at selected sites as the index, and 
Linsley [1943] presented a method for forecasting daily 
snowmelt runoff using air temperature as the index. 
These early studies formed the foundation for virtually 
all of today's operational snowmelt runoff forecasting 
efforts. Anderson and Crawford (1964] showed that this 
type of model could be adapted to run on a digital com­
puter, and the work of Anderson (1973] and Burnash et 
al. [1973] followed, defining operational snowmelt runoff 
forecasting for the most of the U.S. These models or 
variations on them are still in use today, as seen in the 
work of Tangborn (1980]. The most promising advance­
ment was presented by Martinec (1975] who included 
spatial information on snow covered area (SCA) from 
satellite remote sensing data in the model regression 
equation. This technique was further tested by Rango 
and Martinec (1979]. Martinec (1980] conceded that 
there were limitations to using SCA in a temperature­
index snowmelt model, but concluded that because it 
provided information on the depletion of snow volume 
from a drainage basin it was an improvement over air 
temperature alone [Martinec, 1982], and that it could 
also be used to estimate snow accumulation rates [Mar­
tinec, 1984] and depletion rates [Rango and Martinec, 
1982]. 

All of these models are based on the premise that 
because climate and energy exchange could not be moni­
tored· adequately, a physically based snowmelt runoff 
model was not possible. More easily measured indices 
had to be established, and because the relationship 
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between these indices and snowmelt runoff was statisti­
cal rather than physical, the consistency of the data was 
much more important than the absolute accuracy or 
precision. Rango and Martinec [1979] show~~ that 
remote sensing data could enhance the utility of 
meteorological data in a snowmelt model, and that such 
models could, under some circumstances, provide an 
acceptable level of accuracy for snowmelt runoff fore­
casting [Rango and Martinec, 1981]. A comparison of 
operational snowmelt models from around the wo~ld by 
the World Meteorological Organization found that inclu­
sion of remote sensing data improved accuracy in most 
cases [WMO, 1975, 1982], and Martinec [1985] found 
the same when comparing several models in use in the 
western U.S. The use of remote sensing data is limited 
by their coarse resolution [Rango et al., 1983], cost, and, 
to a certain extent, limited availability for some remote 
areas. Rango and Martinec [1986] point out, however, 
for most remote areas the limitation is not remote sens­
ing data, but the lack ofair temperature data. 

Miller [1950] showed that air temperature was a good 
index to snowmelt in environments where solar radia­
tion and wind were not the significant factors in energy 
transfer (for example in forested areas), a finding which 
excluded most of the alpine snow zone. The U.S. Army 
Corps of Engineers, in their volume Snow Hydrology 
[USACE, 1956], suggested that in the high-elevation, 
·open snow zone the most accurate way to forecast 
snowmelt was to monitor climate and energy transfer. 
At that time, however, they did not feel that this was 
possible at a remote site. In an alpine watershed, deter­
ministic or energy-balance snowmelt models can pro­
vided better results, but climate data are difficult to 
acquire. Both Charbonneau et al. [1981] and Rango and 
Marti.nee (1986] stress the need for improved climate 
monitaring in alpine areas. 

This chapter presents a detailed discussion of our 
efforts to monitor climate at just such a site. Climatic 
variables were monitored at several locations in the 
Emerald Lake watershed during the 1986 snow season. 
For these data to be used comparatively, an evaluation 
of noise and errors was made. To use them to calculate 
energy exchange at the snow surface over a watershed 
requires an understanding of the uncertainty of meas­
ured parameters at a point, that can be taken into 
account when extrapolating point measurements over 
the watershed. 

Even the most common meteorological parameters 
are difficult to measure continuously at a remote site, 
because both the instrumentation and recording equip­
ment exhibit varying degrees of instability depending 
on conditions. At a remote alpine site, it is not possible 
to attend instrumentation at more than weekly inter­
vals during most of the year, and during winter safety 
considerations may increase this interval to several 
weeks. Instruments or recording systems did fail on 
several occasions during the 1986 snow season. Four 
instrument sites were maintained, so that multiple 
measurements of critical parameters would be made. 
These data have been synthesized into a continuous 
record of all parameters at two representative sites: the 
ridge and a lake site. Missing data were synthesized 
from a combination of the current diurnal pattern, from 
nearby measurements of the same parameter, and from 

manually made field measurements. Data records 
began on November 1, 1985 and continue for either the 
duration of snowcover, August 1, 1986, or September 30, 
1986, depending on which was most appropriate. 

Data processing or adjustments that alter the magni­
tudes of the raw data are discussed in detail in the fol­
lowing sections. Careful attention has been paid to both 
the precision and accuracy of these data, but their abso­
lute uncertainty is not known at this time. A number of 
investigators have evaluated the inherent uncertainty 
in similar instrumentation and recording systems 
[Anderson, 1976; Marks et al., 1986] but the absol?te 
uncertainty cannot be known without conducting 
specific experiments, probably in a laboratory. 

6.1. Data Recording and lnstrumentaffon 

Meteorological data were recorded on the EzLogger 
recording system manufactured by OmniData, Inc. ,,....'1is 
system was selected because it provided the flexibilit: to 
manage and process data from different types of ins-~, ..i­
ments at multiple locations in the watershed. The sys­
tem was made up of modular, programmable field units 
that were light-weight (=lkg), and could be easily tran­
sported to a remote site. Recording was on solid state 
EPROM's (erasable, programmable, read-only memory) 
that were stable during the variations of temperature 
and humidity found at an alpine site like Emerald Lake. 
The system had minimal power requirements, 8 D-Cell 
batteries for approximately 6 weeks of operation. The 
field units could be programmed to convert the raw vol­
tage output to meteorological units so that field techni­
cians could easily evaluate instrument performance. 
Recorded data could be transferred directly to a com­
puter reducing, but not eliminating, data processing 
time. 

The EzLogger data recorder is a 12-bit system with 
12 analog, 2 event counter, 1 frequency input channels, 
and 4 digital input/output channels. The analog chan­
nels could be assigned 5V, lV, l00mV, or lOmV full­
scale range, independent of sign. This allowed the 
recording of both negative and positive input voltages 
on the same channel, but reduced the sensitivity of 
these channels to 11-bits, or 0.05% of full-scale. This 
was adequate for all meteorological instrumentation. 
One constant excitation voltage (5V) and one variable 
excitation voltage (0-l0V) could be assigned to any of 
the analog input channels. Analog channels could be 
sampled at 1, 5, 15, 30 minute, and 1 hour intervals, 
with options of averaging, totalizing, or recording the 
maximum and minimum readings. Sample time varied 
from 1 to 10 seconds, depending on how the channel was 
defined. Data could be recorded at the same intervals 
as sampling, but was usually done at a multiple of the 
sample intervals. The sampling interval selected was 
constant for the frequency and all analog channels. Up 
to five data-recording intervals could be selected for the 
15 channels. 

The event counter channels were used for tipping­
buckets connected to snowmelt lysimeters and totalizing 
anemometers, the frequency channel for anemometers. 
Both of these channels accumulate counts during an 
interval defined by the data-recording interval. The fre­
quency channel can also sample the frequency for a 
fixed interval and average these over the data-recording 
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period. 
The number of channels used, sampling frequency, 

voltage excitation requirements, and data-recording fre­
quency determined the rates of battery power and data 
storage consumption. The system performed well with 
one exception. Data loss occurred in the presence of a 
strong static charge that is common in high-elevation 
environments. During these conditions, several records 
could be lost. To combat this all channels were set to a 
5-minute sampling interval, and a 15-minute recording 
interval. This effectively solved the problem, but 
resulted in very large data rates and more frequent bat­
tery and EPROM changes, and complicated the data 
processing. The recorded data of all analog channels 
represent the average of three samples of over a 15-
minute period. Data from the totalizing channel 
represent the total number of "events" (tips or revolu­
tions of the anemometer) that occurred during the 15-
minute period. Data from the frequency channel can 
represent the average frequency over the 15-minute 
period, or the total number of revolutions during the 
recording period. 

Meteorological instrumentation had to be robust, 
have low power requirements, and be compatible with 
the data-recording system described above. All instru­
mentation was duplicated at least once in the watershed 
to insure data redundancy, and to improve our under­
standing of parameter uncertainty and spatial variance. 
Table 6.2 presents the characteristics of the instrument 
types and models used in this study. An estimate is also 
made of the recorded data quality as affected by the 
data-recording system, the limitations of the type of 
instrument used. The "noise equivalent change" NE .1 is 
the magnitude of parameter change required to cause a 
change in the recorded data. Linearity reflects instru­
ment characteristics, and is based on the precision of 
the function used to convert instrument voltage to 
parameter units. Precision of the recorded data is 
estimated from the combined effects of NE .1, linearity, 
and instrument stability. In general, NE .1 should be 
substantially smaller than linearity, and estimated pre­
cision will be larger than linearity. NE .1 is computed 
from the full-scale range of the channel, converted to 
parameter units. Linearity and precision were com­
puted for the mean parameter value during the snow 
season. 

Incident solar radiation was measured by Precision 
Spectral Pyranometers, and incident thermal radiation 
by Pyrgeometers manufactured by The Eppley Labora­
tory, Inc. These instruments were re-calibrated by the 
National Bureau of Standards just prior to the 1986 
snow season. The pyranometers have a cosine response 
within ±1 o/o from 0- 70° from nadir. The pyrgeometers 
have a perfect cosine response from a diffusing source 
like the atmosphere. The global solar pyranometers 
(285--2800nm) measured irradiance in excess of 
1200Wm-2 at times. This produced an output voltage 
that exceeded l0mV by 1 to 3 mV, forcing the use of the 
l00mV range on the data recorder. The reduced sensi­
tivity of the larger full-scale range resulted in the large 
NE .1 value for these data. Data linearity and precision 
are also affected, but not to such a great extent. · 

Air temperature probes were designed and con­
structed using thermistors manufactured by Yellow 

Springs Instruments, Inc. These thermistors were indi­
vidually tested and calibrated to a temperature range 
more typical of the southern Sierra Nevada, improving 
both the linearity and the precision of temperature data 
from them. The broad calibration range of the Vaisala 
and Physchem sensors resulted in lower precision of the 
data recorded. .The Weathertronics Hygro­
Thermograph was used as a back-up for the digitally 
recorded air temperature and humidity instrumenta­
tion, but data from this instrument were not used in the 
analysis. 

Most of the recorded air temperature data were of 
acceptable quality during windy or low sun periods. 
During calm conditions, however, radiation shielding 
was a problem for all instruments. A fabricated radia­
tion shield made of four 10cm square aluminum plates, 
painted with highly reflective white paint, proved to be 
inadequate in the thin atmosphere and high radiant 
intensities common in a high-altitude environment. 
Under calm conditions radiant heating or cooling of the 
sensor would occur. A mechanically aspirated radiation 
shield would have solved the problem, but the required 
power could not have been supplied. A radiation shield 
manufactured by Met One (Model 071/5290) was self 
aspirating, and corrected the problem in all but the 
most calm conditions. 

Humidity measurements were problematic during 
most of the 1986 snow season. Of the variety of instru­
ments used, most were ineffective. The General 
Eastern dew point sensor is a precision laboratory 
instrument designed to measure the condensation tem­
perature on a cooled mirror. While this is the most 
accurate and direct method of humidity measurement, 
this instrument was not robust enough for field use and 
required far more electrical power than could be sup­
plied even with solar p~nels. The General Eastern 
instrument was operated in a heated building several 
km from and 600 m below the watershed during the 
latter part of the 1986 water year. These data were not 
used in the analysis. 

The Physchem sensor estimated the relative humi­
dity of the air by the change in resistance in a LiCl cell. 
This instrument was not designed for operation during 
the dry, cold conditions which are common in an alpine 
watershed. The precision of the instrument was poor at 
low humidity (<300Pa) and once the LiCl cell was 
saturated with water or ice (common during blowing 
snow-deposition events) it could not be re-calibrated in 
the field. Very few data from this instrument were of 
useful quality. The Vaisala instrument was much more 
robust, was reliable across the full range of humidities, 
and did not suffer the calibration and hysterisis prob­
lems associated with the Physchem sensor. Data from 
this instrument were of acceptable quality, but were not 
available until mid.July, 1986. As for air temperature, 
the Weathertronics Hygro-Thermograph is included in 
Table 6.2 only to put the precision of the other instru­
ments in perspective. The poor precision of this instru­
ment was unacceptable. 

While air temperature does not directly affect the 
estimate of relative humidity by the instruments dis­
cussed above, the quality of the air temperature are 
critical in the calculation of vapor pressure from relative 
humidity: 
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RH (14)ea =ea,lllll X 100 

where: 

e11 = vapor pressure of the air (Pa), 
e11 ,!JIit = saturation vapor pressure at T11 (Pa), 
RH = relative humidity. 

Over- or under-estimates of T11 will affect the calcula­
tion of e11 • Proper radiation shielding is essential for 
measuring both air temperature and humidity. 

Soil and snow temperature probes were designed and 
constructed using the Yellow Springs thermistors. 
These sensors were also individually calibrated over a 
narrow range of temperatures, to improve data linearity 
and precision. The thermistors were potted in thermal 
epoxy (Delta Bond 152) in the center of a machined 2cm 
copper rod (1 cm diameter). The copper sensor pro­
truded from a sealed PVC case that enclosed the electri­
cal connections. This design minimized thermal conduc­
tion along the wires and case, and ensured thermal con­
tact with the sensor and the soil or snow. Data from 
snow temperature sensors was used only when 
sufficient snowcover existed to eliminate solar heating. 

Problems with wind measurement occurred because 
the instrument used did not mat.ch the data-recording 
system. The Met One anemometer was a low-threshold 
totalizing instrument, with lexan cups designed to elim­
inate riming. When connected to the event counter 
channel, it was limited to a maximum count of 99 999. 
Initially, with the sampling interval was set ~ 15 
minutes, the maximum recordable wind speed was just 
over 9m s-1• By reducing the sampling interval to 5 
minutes, this maximum was increased to just over 
27 m s-1, but even this limit was surpassed during wind 
events. The frequency channel was also used to sample 
the frequency of this wind sensor and average these 
samples over the recording period. This further 
improved the range of the sensor, but not the precision 
of the data. The R. M. Young instrument eliminated 
most of this problem by allowing utilization ofan analog 
channel on the data recorder. This allowed sampling 
and averaging of the current generated by the sensor. 

6.2. Air Temperature 
The most common meteorological data collected any­

where are of air temperature. Figure 6.1 shows daily 
mean and daily maximum and minimum air tempera­
ture ~rom November, 1985, through September, 1986, at 
the ndge and lake sites. Ideally these measurements 
should be made at a specified height above the snow 
surface, shielded from the effects of radiation or conduc­
t~on fro_!ll _sources other than the atmosphere. In prac­
tice,_ this 1s sel~om the case. Some radiant heating or 
coolmg of the instrument shelter is inevitable but in 
most locations this produces only a minor effect. At an 
al?ine site, such as Emerald Lake, the atmosphere is 
thin (70 kPa or less), with low turbidity, and solar inso­
lation is very high. During the day, the temperature of 
the sensor can be higher than that of the air. On clear 
nights, incident thermal radiation will be small and 
radiant cooling can lower the temperature of the s~nsor 
below that of the air. The best passive radiation shields 
available will fail under these conditions. The problem 
is exacerbated during the day_ ~cause of the high 

reflectivity of the snow and surrounding terrain, caus­
ing the air temperature sensor to receive solar energy 
from all sides. These effects are difficult to detect in the 
data, as they show up only as temperature extremes. 
This problem is maximized when wind speeds are low 
and mixing of the air is small. A solution would be to 
mechanically aspirate the temperature sensors, but this 
consumes power and is not possible at most remote 
sites. Careful evaluation of both wind and air tempera­
ture allows us to note those times when a problem may 
have occurred, but we cannot know the magnitude of 
the measurement error without another independent 
measurement at the same time. 

Figure 6.2 illustrates the problem, showing the 
correspondence of extreme high and low temperatures 
with low wind speeds. While it is difficult to isolate the 
effects of radiation, it is clear from this figure that both 
extreme high and low temperatures occurred during 
periods oflight winds. Comparison of daily max:i:r md 
minima with data from other alpine sites in thtc ·--ra 
Nevada and with spot measurements made ~ne 
watershed showed that the range of continuously n,eas­
ured daily air temperature was unrealistically large. 
Spot measurements of air temperature made during the 
snow season with a sling psychrometer never exceeded 
15°C. To reduce the amplitude of the diurnal variation 
of air temperature, the raw data were smoothed with a 
power function of their absolute differences from 0.0°C: 

Ta = I Ta,ruw I -. X sign(T11 ,ruw) (15) 

where: 

T11 = smoothed air temperature (°C), 
Ta,nuu = measured air temperature (°C), 
n'lh = air temperature smoothing exponent (0.92). 

The value 0.92 was used for the exponent n'lh because it 
best fit spot measurements. This function brings larger 
magnitude temperatures down to a more realistic value 
(either positive or negative) but has little effect on tern: 
peratures closer to 0.0°C. This approach is effective but 
not ideal. It is hoped that in future years better ~dia­
tion shields will eliminate or substantially reduce this 
problem. 

Fortunately for energy exchange calculations, this 
problem does not cause significant errors because at 
low wind speeds turbulent energy exchanges are also 
minimized, as will be discussed in a following chapter 

-The success of temperature.index snowmelt models at 
forested or protected sites is due to both the correlation 
of measured air temperature and radiant energy flux, 
and the fact that most measurements of air temperature 
are affected by the intensity of radiant flux at low wind 
speeds. 

Snow surface temperature is difficult to measure 
mechanically [Davis and Marks, 1980; Davis et al., 
1984]. Though more accurate, radiative temperature 
measurement requires complicated instrumentation, 
and the hygrometric method developed by Andreas 
[1986] requires frequent adjustment of the instrumenta­
tion. Neither of these methods can be used at this time 
for continuous monitoring at a remote site. Although 
we made numerous spot measurements of surface tern• 
perature, it usually must be estimated from other more 
easily measured meteorologic parameters. Work at the 
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Mammoth Mt. snow study plot [Davis et al., 1984] 
shows that the snow surface temperature tends t.o follow 
the air temperature. This occurs because the insulating 
characteristics of the snowcover allow the surface layer 
to come into temperature equilibrium with the atmo­
sphere even though this may create large temperature 
differences between the surface and lower layers. Snow 
has a ve7 low thermal conductivity K.,1 
(=0.0lJm-1 K- s-1) and is therefore a good insulat.or 
[Yen, 1965]. K.,1 will vary with snow density p., and 
will increase if diffusion is taken int.o account [Ander­
son, 1976], but it will always be small. Bilello et al. 
[1970] got similar results for data from the upper 10cm 
of the snowcover at Ft. Greely, Alaska. 

Estimating snow surface temperature in the Sierra 
Nevada is aided by the fact that both snow and air tem­
peratures are relatively warm. Snow surface tempera­
tures were approximated as a function of the difference 
between the current air temperature and the surface 
temperature (measured or calculated) at the last time 
step: 

(16) 

where: 

T. = snow surface temperature (°C or K), 
Ta = air temperature (°C or K), 
i == time index (usually 1 hour), 
a,._ = snow surface temperature change factor (0.1). 

Snow surface temperature is constrained t.o be S 0.0°C, 
and once air temperatures remain above this tempera­
ture for any length of time, the snow surface tempera­
ture becomes constant. The value 0.1 was used for the 
snow surface temperature change factor a'l'I because 
that produced a result that approximated measured 
values. Figure 6.3 shows daily mean calculated snow 
surface temperatures for the 1986 snow season at the 
ridge and lake sites. This figure is a damped expression 
of the air temperature at these sites (Equation 16) con­
strained t.o be 0.0°C or less. While some cold tempera­
tures are predicted in the early winter, by February -
when most of the snowfall occurred - surface tempera­
tures are only slightly below 0.0°C, fluctuating diur­
nally. By early April, they are constant at that tem­
perature at both sites. Measured values from snowpits 
fit reasonably well with these calculated values for 
periods from February on. 

Table 6.3 summarizes air and surface temperature at 
the ridge and lake sites for the 1986 snow season. 
Monthly average temperatures have little physical 
significance, but they allow us to evaluate longer-term 
variation of a parameter which is subject to so much sto­
chastic short-term variation that it can be difficult to 
see differences between the sites. As indicated in Fig­
ures 6.1 and 6.3, and shown clearly in Table 6.3, the 
ridge is cooler than the lake site and has a larger diur­
nal variation. December was the coldest month at the 
ridge. While February was coldest at the lake, it dif­
fered little from the other winter months. At both sites, 
April was the month when the diurnal amplitude was 
maximized, which is expected as this is usually .the 
month when net energy exchange begins the transition 
from negative to positive. It is noteworthy that the 
large diurnal amplitude occurred only in April and May 

at the ridge site, but began in March and persisted until 
June at the lake site. 

Monthly differences between the sites indicate a large 
negative lapse rate in winter, decreasing in spring. By 
May the lapse rate appears to be inverted. The large 
winter lapse rate is probably caused by radiant cooling 
at night, and the inverted lapse rate in spring by solar 
heating of the air temperature sensor at the ridge. The 
yearly averages have even less physical significance 
than monthly averages, but they summarize the differ­
ences between the sites for the 1986 snow season, and 
give probably the best estimate of annual temperature 
lapse rates. If a standard temperature lapse rate of 
-6.5Kkm-1 were applied t.o the 275m difference in the 
elevation of the two sites, a difference of-1.65K would 
be expected. The annual difference shown in the table 
would suggest that a standard lapse rate is too large for 
this site, and that a lapse rate of-4.0Kkm-1 would be 
more appropriate. 

6.3. Humidity 

Humidity, or the water vapor content of the air, is 
another commonly measured meteorological parameter 
monitored in the Emerald Lake watershed. This 
parameter is more difficult to monitor than air tempera­
ture, as it cannot be measured directly outside the 
laboratory. Many techniques are used to estimate 
humidity, but the most common are by changes in the 
flexibility of a hair, or filament, or changes in the electr­
ical capacitance or conductance of a porous medium of a 
composition that has a known electrical response to 
changes in moisture content (e.g. LiCl). These methods 
usually estimate the relative humidity, or the ratio of 
the actual water vapor concentration to the saturation 
concentration at that temperature. A much more accu­
rate method t.o measure humidity is to directly measure 
the dew point or condensation temperature of the air by 
cooling or heating a surface until condensation occurs. 
Unfortunately, this requires more power than is likely 
to be available at a remote site, as both heating and 
cooling and mechanical aspiration of the sensor are 
required. 

Several methods of monitoring humidity have been 
used at Emerald Lake. A condensation mirror-type dew 
point sensor was installed near the lake with a solar 
power system in fall of 1985, but this instrument con­
sumed too much power and its circuitry was too sensi­
tive to fluctuating temperature conditions to be 
operated in this environment. It was replaced with a 
hair hygrometer and several capacitance-type relative 
humidity sensors. The hygrometer is poorly adapted to 
operation in an alpine environment, because of the very 
dry conditions and large diurnal temperature fluctua­
tions. It has a slow response and recovery time, is not 
adaptable to automated data collection, and gives 
unreliable results during winter conditions. 

The capacitance-type instruments offer the best 
chance for continuously monitoring humidity at a 
remote site. These sensors are also affected by the radi­
ant heating and cooling, though to a lesser degree than 
is air temperature. More critical is the fact that most 
sensors are not calibrated for conditions found at dry, 
cold alpine sites. The sensors used, selected because of 
their low power requirements, were found to be sensi-
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tive to ambient temperatures around the triple-point of 
water (0.0°C), when frost could form. on the sensor, and 
to temperatures lower than-15°C. They frequently pro­
duced unrealistic diurnal fluctuations in the recorded 
humidity data. Comparing these data to measurements 
made on a very accurate condensation mirror device at 
another instrumented site at Mammoth Mt. [Davis and 
Marks, 1980; Davis et al., 1984] convinced us that many 
of the values recorded at Emerald Lake were not 
correct. 

Figure 6.4 shows the daily mean, and the daily max­
imum and minimum vapor pressure for the ridge and 
lake sites sites for the 1986 snow season. These data 
are from a combination of measured and calculated 
humidities. Estimated humidities are calculated from 
thermal radiation, which is more easily measured than 
humidity. The calculation is based on the assumption 
that thermal radiation under clear skies is a function of 
the vapor pressure and air temperature [Brunt, 1932; 
Brutsaert, 1975]. Treating the atmosphere as a grey 
body, the thermal irradiance at a point is: 

l1w = Ea O' Ta 4 (17) 

where: 

l1w = thermal irradiance (Wm-2), 

E., = atmospheric emissivity, 
o = Stefan-Boltzmann constant (5.6697><10-8 
Wm-2 K-"), 
Ta = air temperature (K). 

If11,,, and Ta are measured, atmospheric emissivity is: 

(18) 

Brutsaert [1975] showed that near sea level, atmos­
pheric emissivity could be related to near surface vapor 
pressure ea (in mb), and the absolute air temperature 
by: 

1/7 

(19)Ea= 1.24 ;:[ ] 

where the coefficients 1.24 and 1 / 7 were empirically 
derived. Marks and Dozier [1979] showed that this 
could be extended to mountainous terrain by assuming 
a standard temperature lapse rate to estimate a sea 
level air temperature T 0, a constant relative humidity 
to estimate a sea level humidity e 0, and the relative 
atmospheric thickness A,h, at the point in question: 

A
th 

- Pa (20) 
- Po 

(21) 

where P O and Pa are air pressure at sea level and point 
in question. 

This equation can be inverted, solving for sea level 
vapor pressure e 0, relative humidity RH, and near sur­
face vapor pressure ea: 

7 
Ea 

eo= ---- To (22)
[ Ath 1.24 ] 

RH=~ (23) 
eo..at 

e11 =REI ea ,mt (24) 

where e o..at and ea ,aat are saturation vapor pressure at 
To and T11. 

Assuming that measured air temperatures were reli­
able, and that clear skies tended to persist during times 
when measured humidity were missing or unreliable, 
this approach was used to estimate vapor pressure. It 
gives some low vapor pressures at times, but in general 
produces a diurnal range and a daily mean which are 
consistent with measured dew point temperatures at 
similar sites in the Sierra Nevada. It will tend to over­
or under~stimate vapor pressures during wind-free 
periods when the measured air temperature is incorrect, 
and will- over-predict vapor pressure during cloudy 
periods. It is, however, the most reliable estimate of 
vapor pressure during much of the 1986 snow season at 
Emerald Lake. 

Because the snow is made up of ice, water, and air, it 
is assumed the air fraction is always saturated, and 
that the snow surface vapor pressure is the saturation 
vapor pressure at the snow surface temperature. Snow 
surface vapor pressure is constrained to be less than or 
equal to the saturation vapor pressure at 0.0°C 
(610.71 Pa). Periods of saturation of the air occur either 
during very cold periods, when saturation is difficult to 
detect, or during precipitation events. Periods of con­
densation (when the vapor pressure of the air exceeded 
the vapor pressure at the snow surface) are infrequent 
at either site, but occur more often at the ridge than at 
the lake, because the snow surface there is more 
exposed to radiant cooling. Figure 6.5 presents the 
hourly surface vapor pressure gradient (ea - es) for the 
ridge and lake sites for the period of November to Sep­
tember, 1986. The infrequent positive values indicate 
condensation on the snow surface. 

There is little difference between the atmospheric 
humidity traces at the ridge and lake sites, except dur­
ing summer when the lake was ice free and relatively 
warm. At that time, humidity near the lake tended to 
be higher with a smaller diurnal variation than at the 
ridge. Table 6.4 presents a summary of humidity for 
the air and the snow surface for the 1986 snow season. 
Average monthly values for the daily mean, maximum, 
and minimum are shown for both sites. Again, long 
term averages have Iittle physical meaning but can be 
used to show changes in time and between sites. It 
would appear that the ridge site is slightly less humid 
than the lake site, with a slightly smaller diurnal range. 
However, measurement or recording uncertainty is 
around 40 to 50 Pa, so these differences cannot be dis­
tinguished from measurement noise. These data sug­
gest that there is no humidity difference between the 
sites, and that vapor pressure varied little over the 
watershed during most of the snow season. 

6.4. Wind 
Wind speed was routinely monitored at Emerald 

Lake. Wind direction was deemed so site-specific that it 
was decided that the effort to adequately monitor this 
parameter was beyond the scope of this project. Wind is 
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highly variable in both time and space and is difficult to 
characterize by sampling in either of these dimensions. 
Some averaging or integration of the measurement is 
required in almost all cases. A totalizing anemometer, 
or a count of the number of turns of the anemometer 
during a specified time period, is a solution to the prob­
lem of temporal sampling that was initially applied at 
both sites with mixed results. Initially, at the ridge 
site, a recording interval of 1 hour was specified because 
of difficult access and limited recording capabilities. 
Wind speed was recorded as the average of four 15-
minute totals utilizing an event-counter channel. 
Unfortunately, this channel was limited to a maximum 
recordable wind speed of 9.0 m s-1 during the 15-minute 
totalizing period, inadequate at either site. At the lake 
site, a 15-minute recording interval was used, because 
easier access would allow more frequent changing of the 
recording medium. At this site, wind speed was 
recorded as the average of three 5-minute totals, allow­
ing a maximum recordable wind speed of 27 .0 m s-1 dur­
ing a 5-minute totalizing period. This proved adequate 
most of the time at the lake site. 

The problem at the ridge site was realized in early 
December, 1985, and the ridge data recorder was moved 
to a recording and sampling interval similar to that at 
the lake site. By mid winter, however, the ridge site 
was re~larly exceeding the maximum value of 
27.0 ms- . Limits of both the recording and data 
storage media prohibited a more frequent recording or 
averaging intervals. The only solution to the problem 
was to abandon the totalizing anemometers, and replace 
them with current generators. This allowed us to util­
ize frequency channels on the data recorder. The output 
from these channels was then sampled and averaged in 
a manner similar to the air temperature and humidity 
data. This change was implemented in early July at 
both sites. 

Figure 6.6 presents the daily mean, and the daily 
maximum and minimum wind speed at the ridge and 
lake sites for the 1986 snow season at Emerald Lake. 
The problems with maxima at the ridge site are clearly 
shown, as are other changes to the recording and 
averaging during the year. While the absolute accuracy 
of these data is in question, it is clear that the ridge site 
receives more wind than does the lake site at all times 
of the year. These data represent the best estimate of 
wind speed at the two sites during the 1986 snow sea­
son. 

Table 6.5 presents a summary of wind speed at both 
sites. In this case, longer term averages may be more 
meaningful than the shorter term data. Early season 
similarities between sites is an artifact of problems with 
the recording and averaging intervals discussed above. 
During most of the rest ·of the year, wind speed at the 
ridge site was nearly twice that at the lake site. 

6.5. Snow and Soll Temperatures 

Soil temperatures at 50 cm below the surface and 
temperature at the soil-snow interface were monitored 
at several sites in the Emerald Lake watershed. Snow 
temperature at 30cm above the soil surface was moni­
tored at the ridge site. Figure 6. 7 presents daily aver­
ages of these data during the 1986 snow season for the 
lake and ridge sites. These data begin in early 

November, 1985, when the seasonal snowcover was first 
established. The end of the data set is arbitrary at both 
sites, as the instrumentation was excavated for mainte­
nance once the snowcover was less than a meter in 
thickness. This was done because differential thermal 
properties between copper thermistor casings and the 
surrounding soil caused a melt induced cavity around 
the sensors, eliminating contact with the snow. 

What is clear from Figure 6. 7 is that temperature 
differences between the soil, the snow-soil interface, and 
the lower snowcover were very small during most of the 
1986 snow season. During the spring melt season, these 
temperature gradients were essentially zero. At both 
the lake and ridge sites, the interface temperature went 
to 0.0°C by late November and remained there for the 
duration of the snow season. Soil temperature was 
slightly warmer at the lake site in the early winter, but 
by April, there was almost no difference between the 
sites. The warmer temperatures at the lake site was 
probably due to poorly drained, meadow type soils found 
there. The soil at the ridge site is well drained gravel 
and sand and can be expected to hold little or no water. 
The soil temperature at the lake site becomes 0.0°C in 
May, when the flushing of melt water at that tempera­
ture would be expected to dominate the soil temperature 
profile. This does not occur at the ridge site because 
better drainage would be expected to limit the effect of 
melt water on the soil temperature. 

Snow temperature just above the snow/soil interface 
was monitored only at the ridge site. By late November, 
this temperature had stabilized to just less than -1.0°C 
and then slowly warmed to 0.0°C by mid-March. From 
that time on, there was effectively no temperature gra­
dient between the snowcover and the interface and little 
or no gradient between the snowcover and the soil. It is 
reasonable to assume that this also occurred at the lake 
site. Because all indications are that the lake site was 
slightly warmer than the ridge site during the 1986 
snow season, it might be expected that the early 
December snow temperature at the lake site was 
slightly warmer than at the ridge site, and the isother­
mal condition was reached sooner. While "isothermal" 
technically indicates only a uniform temperature, in 
snow hydrology it is generally used to indicate a uni­
form temperature at the melting point of ice. Snow pit 
data show that snow temperatures just above the soil 
interface were 1 to 2K colder at the lake site until late 
March. This effect is the result of reduced solar insola­
tion during winter at the lake site and the insulating 
effects of a deep snowcover, allowing these lower tem­
peratures to persist. 

Though there are slight differences between the two 
sites during fall and winter, these are gone by early 
spring, and the sites are identical during snowmelt. 
This should be the case for the entire watershed. The 
thermal regimes of the soil and lower snowcover would 
be expected to be similar during melt everywhere in the 
watershed. Most of the difference between sites would 
be in the initiation of the isothermal condition. 
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TABLE 6.2. Recorded Parameters and Instrumentation 
Emerald Lake Watershed, 1986 Water Year 

Recorded Data Instrument Model NE& Linearitr Precision 

Radiation: I., I,ur, I,w Measured at Tower, Ridge 
Wavelength 

Range cwm-2) cwm-2) cwm-2) 

285-2800nm Pyranometer Eppley PSP, WG7 5.0 ±7 ±10 
700-2800nm Pyranometer Eppley PSP, RG8 0.5 ±3.5 ±5 

4--S0j±m Pyrgeometer E EElei PIR1 Silicon 0.5 ±5 ±10 

Air Temperature: 
Effective 

Range 

T11 Measured at Tower, Inlet, Pond, Ridge 

(OC) (OC) (OC) 

-25 to 25 °C 
-40 to 80 °C 
-40 to 60 °C 
-20 to 40 °C 

Thermistor 
Thermistor 
Thermistor 

Thcrmogra:Eh 

YSI44104 
Physchem Tlll 5 

Vaisala HMP113Y 
Weathertronics 

0.04 
0.04 
0.04 
0.5 

±0.12 
±0.25 
±0.3 
±1.0 

±0.25 
±0.5 
±0.5 
±2.0 

Humidity: 
Range 

RH, e11 Measured at Tower, Inlet, Ridge 

o to 101 kPa 

20to90% 
12 to 4115 Pa 

0100% 
o to 4242 Pa 

0to90% 
Oto 4115 Pa 

Condensation 
Mirror 

LiCl 
Resistance 
Electrical 

Capacitance 
Hygrograph 

General Eastern 
1200 DPS 

Physchem Tlll5 

Vaisala HMP113Y 

Weathertronics 

0.25Pa 

0.05% 
0.3Pa 
0.05% 
0.3Pa 
0.5% 
3Pa 

±1.0Pa 

±5% 
±30Pa 
±2% 

±12Pa 
±5% 

±30Pa 

±5.0Pa 

±10% 
±60Pa 
±4% 

±25Pa 
±15% 

±l0OPa 

Snow & Soil Temperature: 
Effective 

T., T6 ,o, T6 Measured at Inlet, Pond, Ridge 

Range (OC) (OC) (OC) 

-25 to 10 °C Thermistor YSI44104 0.04 ±0.12 ±0.25 

Wind Speed: u Measured at Inlet, Ridge 
EfTcctive 

Range (ms-1) (ms-1) (ms-1) 

0.5 to 27 .2 m s-1 

0.4 to 50 m s-1 
Cup Anemometer 
Cu E Anemometer 

Met One 014L 
RMYoung:12005 

±0.25 
±0.02 

±0.5 
±0.5 

±1.0 
±0.6 
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TABLE 6.3. Air and Snow Surface Temperature (Ta, T3 ) 

Monthly Averages (°C), Emerald Lake Watershed, 1986 Water Year 

Month TII TII !!'.Kl& t T11 mi11t Range T:r 

Ridge Site 

Nov -1.TI 2.43 -4.66 7.09 -2.76 
Dec -5.41 -4.25 -6.52 2.27 -5.42 
Jan -1.21 5.40 -4.46 9.86 -1.93 
Feb -2.15 2.02 -4.73 6.75 -3.07 
Mar -1.06 2.12 -3.07 5.19 -1.89 
Apr 1.24 9.65 -4.50 14.15 -1.19 
May 5.56 11.66 0.84 10.82 -0.51 
Jun 9.01 12.78 5.87 6.91 0.00 
Jul 8.66 11.54 6.13 5.41 0.00 
Aug 10.13 12.97 7.78 5.19 0.00 
Sep 3.83 7.89 0.83 7.06 -0.43 

Lake Site 

Nov -0.81 2.98 -3.66 6.64 -2.15 
Dec -0.36 3.06 -2.85 5.91 -1.70 
Jan 1.05 4.39 -1.62 6.01 -0.41 
Feb -1.54 2.66 -4.25 6.91 -2.79 
Mar 0.91 6.17 -2.51 8.68 -1.34 
Apr 1.46 8.15 -2.91 11.06 -0.93 
May 4.54 9.60 0.77 8.83 -0.25 
Jun 8.38 12.41 5.29 7.12 0.00 
Jul 8.72 11.79 6.28 5.51 0.00 
Aug 10.28 12.86 8.20 4.66 0.00 
Se:e 4.19 7.36 1.82 5.54 -0.29 

t T !!1111 and T mill are the monthly averages of the daily maximum and minimum air temperature.11 11 
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TABLE 6.4. Air and Snow Surface Vapor Pressure (e11 , e,) 
Monthly Averages (Pa), Emerald Lake Watershed, 1986 Water Year 

Month ell ellmait ell mi11t RanS! e, 
Ridge Site 

Nov 320 384 249 135 497 
Dec 292 354 236 118 391 
Jan 331 381 268 112 524 
Feb 314 381 261 120 482 
Mar 366 416 320 96 528 
Apr 351 413 303 110 558 
May 362 419 325 95 588 
Jun 361 415 326 89 611 
Jul 380 430 342 88 611 
Aug 303 388 241 147 611 
Sep 273 353 214 138 591 

Lake Site 

Nov 340 397 286 111 522 
Dec 292 354 238 116 544 
Jan 322 390 255 136 591 
Feb 305 388 229 159 495 
Mar 330 395 276 118 553 
Apr 344 406 294 112 569 
May 372 424 334 90 599 
Jun 355 403 323 79 611 
Jul 372 417 339 78 611 
Aug
See 

379 
367 

414 
416 

353 
328 

61 
88 

611 
597 

m,u an4 e11 mia are the monthll avera~ of the daill maximum and minimum vapor pressure. t e11 
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TABLE 6.5. Wind Speed (u ) 
Monthly Averages (ms-1), Emerald Lake Watershed, 1986 Water Year 

Month u umHt umint Range 

Ridge Site 

Nov 6.8 8.9 3.7 5.2 
Dec 5.7 11.8 2.2 9.6 
Jan 7.2 13.9 2.7 11.3 
Feb 7.4 14.1 2.8 11.3 
Mar 8.9 16.9 2.8 14.0 
Apr 9.3 16.8 2.6 14.3 
May 6.7 13.9 2.0 11.9 
Jun 6.2 14.0 1.3 12.6 
Jul 6.0 11.6 1.5 10.l 
Aug 6.5 13.5 0.8 12.8 
Sep 6.7 13.8 1.4 12.4 

Lake Site 

Nov 4.4 7.3 1.8 5.5 
Dec 6.5 9.4 3.8 5.7 
Jan 5.4 9.0 2.6 6.4 
Feb 4.3 8.8 1.3 7.5 
Mar 4.5 8.2 1.5 6.7 
Apr 4.6 8.5 1.3 7.2 
May 4.6 7.3 2.2 5.1 
Jun 5.4 8.3 2.0 6.3 
Jul 3.6 6.1 0.9 5.2 
Aug 3.3 5.8 0.7 5.2 
See 3.2 6.5 0.7 5.9 

t u mu and u min are the monthly averas:es of the daily maximum and minimum wind speed. 
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Figure 6.1. Daily (24 hour) mean air temperature (T11 ) (top), daily maximum hourly average air temperature (Ta _mas) 
(middle) and daily minimum hourly average air temperature (Ta mi11 ) (bottom) for the ridge and lake sites, Emerald Lake 
watershed, 1986 water year. -

Mean Daily Air Temperature. Ridge and L'.lke Sites 

15 

lO 

5 
0L-:L,L1,.;UJ.......J-~..:..::~_.,....i-;+-~~~~:.,__-------____;.,t-ri (°C) 

-5 Ridge 

Like 
-15 

Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep 

Maximum Daily Air Temperature, Ridge and Lake Sites 

15 ~ ;~ l~ :*~ ,Jod~ 
.. ~ ( ~1r-: .

10 .. .. •: 

5 
ol-W~~~~::!.!.-...,.µ~~~,-i--+--=-· 

· 

---------~ (°C) 

.. : 

_5 Ridge 

-10 Lake 
-15 

Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep 

Minimum Daily Air Temperature, Ridge and Lake Sites 

L 
~---4--Ji.-~~~s...+---t!~~,i'R--+¥--------~~1-tt (OC) 

Ridge 

Lake
-15 

~~~h 

Nov Dec Jan Feb Mar Apr May Jun Aug Sep 



- 78 -

Figure 6.2. Wind speed (u) vs. air temperature (T0 ) at the ridge and lake sites, Emerald Lake watershed, 1986 water 
year. Based on air temperature values prior to filtering with Equation 1. 
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Figure 6.3. Daily (24 hour) mean snow surface temperature (T.) for the ridge and lake sites, Emerald Lake watershed, 
1986 water year. Values are based on hourly averages calculated from Equation 2. 
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Figure 6.4. Daily (24 hour) mean vapor pressure (ea) (top), daily maximum hourly average vapor pressure (ea=) (mid­
dle), and daily minimum hourly average vapor pressure (e0 min) (bottom) for the ridge and lake sites, Emerald Lake 
watershed, 1986 water year. -
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Figure 6.5. Hourly average snow surface vapor pressure gradient (e11 - e,) for the ridge and lake sites, Emerald Lake 
watershed, 1986 water year. Snow surface vapor pressure e. is assumed to be the saturation vapor pressure at T •. Posi­
tive values indicate condensation on the snow surface. 
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Figure 6.6. Daily (24 hour) mean wind speed (u) (top), daily maximum hourly average wind speed (u max) (middle), P 

daily minimum hourly average wind speed (umin) (bottom) for the ridge and lake sites, Emerald Lake watershed, 1 
water year. 
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Figure 6.7. Daily (24 hour) mean temperatures for the soil 50 cm below the surface (T6 ), at the snow/soil interface (T
6 

,o), 
and snow temperature +30 cm above the soil surface (T. ,1) (ridge site only), for the ridge and lake sites, Emerald Lake 
watershed, 1986 water year. Values based on averages of 24 to 96 measurements, per day, at one or two locations. 
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7. Rapid Ca/cu/at/on of Terrain Parameters from Digital Elevaffon Data 

Examination of watershed processes in alpine terrain 
requires consideration of topographic effects on solar 
radiation and runoff. Unfortunately digital elevation 
grids consist of many points; therefore it is crucial that 
algorithms not only be accurate, but computationally 
efficient. For the Integrated Watershed Study we have 
developed many such algorithms, and they are briefly 
reviewed in this chapter. 

7.1. Use of Digital Elevation Models In Radiation Cal­
culattons 

In all but very gentle terrain, significant variation in 
the surface climate and in remote sensing images 
results from local topographic effects. The major contri­
butors to this variation are solar and longwave (ther­
mal) irradiance, although there are also important topo­
graphic variations in wind speed and soil moisture. The 
topographic effects on solar irradiance are mainly varia­
tion in illumination angle and shadowing from local 
horizons. In the thermal part of the electromagnetic 
spectrum, the emission from surrounding slopes usually 
causes valley bottoms to receive more thermal irradi­
ance than unobstructed areas. Problems in calculating 
radiation over mountainous areas have been addressed 
by many papers that have appeared in the last two 
decades [Garnier and Ohmura, 1968; Williams et al., 
1972; Brazel and Outcalt, 1973; Unsworth, 1975; Dozier 
and Outcalt, 1979; IOucher, 1979; Marks and Dozier, 
1979; Dozier, 1980; Arnfield, 1982; Dave and Bernstein, 
1982; Olyphant, 1984; Anderson, 1985; Biber, 1986; 
Olyphant, 1986; Proy, 1986]. 

Most radiation calculations over terrain are made 
with the aid of digital elevation grids, whereby elevation 
data are represented by a matrix. In the U.S., these are 
available as "Digital Elevation Models" (DEMs) from 
the U.S. Geological Survey [Elassal and Caruso, 1983]. 
The 1:250,000 quadrangles for the entire U.S. are avail­
able at 63.5 m grid resolution (0.01 inch at map scale), 
and the 1 :24,000 quadrangles are available at 30 m grid 
resolution. 

The rationale for addressing the problem of rapid cal­
culation of the necessary terrain parameters stems from 
the large size of the DEMs used in some current appli­
cations. The earlier investigations cited above used 
either coarse grid spacings or small areas, with the 
resulting grids containing only 102-103 points. Even in 
these applications [Dozier and Outcalt, 1979; Anderson, 
1985] computer time for generation of terrain parame­
ters accounted for a significant part of the total com­
puter resources used. In our own current application, 
investigation of the snow surface radiation balance in 
the southern Sierra Nevada, we often use terrain grids 
of 105-106 points. 

It is possible to reduce the computation time required 
for calculation of some terraiq. parameters through the 
use of better algorithms, lookup tables to replace calcu­
lations, and integer instead of floating-point arithmetic. 
In this chapter we describe rapid methods for calcula­
tion of: 

(1) slope and azimuth 
(2) illumination angle 

(3) horizons 
(4) view factors for radiation from sky and terrain. 

This list includes all necessary variables used in radia­
tion models. The drainage basin algorithm used to 
prepare some of the figures is described in detail else­
where [Marks et al., 1984]. We also hope that the tech­
niques described can be extended or generalized to other 
calculations with DEMs [e.g. Zecharias and Brutsaert, 
1985; Band, 1986; O'Loughlin, 1986]. 

7.2. Data Representaffon 
We avoid the use of floating-point numbers in storing 

large data sets, such as satellite images, digital eleva­
tion models, and any parameters derived from them, 
even though the values represented are real rather than 
integer quantities. The reasons for this are reduction of 
the size of the data set and portability between 
machines with different internal floating-point 
representation. 

The common strategy adopted here is data represen­
tation by "linear quantization." QL (x .N) is the N -bit 
linear quantization of a real number x, whereby an 
unsigned N -bit integer in the range [O, 2N -1] is 
linearly mapped to the range [xmin,Xmaxl-

Qdx .N) =l(21' -1) X-Xmin +urj (25) 
Xmax-Xmin 

Its inverse is 

QL(x.,N) 
X = (Xmax-Xmin) 2f{ +Xmin (26)

-1 

The "floor" notation in equation (25) means that we take 
the largest integer not greater than the quantity within. 
Conventional rounding of the data would be to set 
Ur= 0.5. However, under the circumstance where the 
original x's are integers and I Xmax-Xmin I < 2N -1, 
rounding in this way can introduce artifacts into the 
data and the presence of "empty bins" in the resulting 
histogram [Bernstein et al., 1984]. A better procedu--e 
in such cases is to set Ur to a uniformly distributed ran­
dom number in the range [0, 1]. 

We need store only the quantized integer values and 
the floating-point pair [xmim XmaxJ. Normally 
Xmax>Xmin, but the definitions given above do not 
require this, and we sometimes reverse the quantiza­
tion. 

7.3. Boundary Conditions tor Radiation Models 

The radiative transfer equation [Chandrasekhar, 
1960] for plane-parallel atmospheres is usually 
expressed as 

dL(-r 9 <!>)
cos9 d~' = -L(-r,8,c)>)+J(-r,9,<!>) (27) 

where L is radiance at optical depth -r in direction 9,¢, 
and cj> is the azimuth and 9 the angle from zenith. J is 
the source function; it results from scattering of both 
direct and diffuse radiation or, at thermal wavelengths, 
emission. 
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Solution of equation (27) requires that we specify 
upper and lower boundary conditions. At the top of the 
atmosphere the boundary condition is simple, L,J.{0)=0. 
At the bottom of the atmosphere over rugged terrain, 
however, the boundary condition is more complicated. 
In the solar spectrum irradiance has three sources: 
(1) direct irradiance from the sun, (2) diffuse irradi­
ance from the sky, where a portion of the overlying 
hemisphere is obscured by terrain, and (3) direct and 
diffuse irradiance on nearby terrain that is reflected 
toward the point whose boundary condition we want to 
specify. In the thermal portion of the spectrum the 
solar contribution is absent, the diffuse irradiance 
results from atmospheric emission, and the contribution 
from the surrounding terrain is from emission instead of 
reflection. For remote sensing interpretation, the 
upwelling radiation normal to a slope S must be nor­
malized to a horizontal plane by multiplication by cosS. 

The direct irradiance on a slope is 

Es = cose. Eoe-'f.etco.e. (28) 

E O is the exoatmospheric solar irradiance perpendicular 
to the sun's rays; 'to is the optical depth of the atmo­
sphere; 80 is the solar illumination angle on a horizontal 
surface; and 811 is the solar illumination angle on the 
slope, given by: 

cos811 = cosS cos80 +sinS sin80 cos{cl>o-A) (29) 

S is the slope angle, A is the slope's aziumth, and cl>o is 
the solar azimuth. Azimuths are usually measured 
from south, with positive angles east of south (counter­
clockwise). The effect of earth and atmosphere curva­
ture on the path length is less than 1% for 80 S 72°; for 
larger solar zenith angles Kasten's [1966] empirical 
equations for the optical path length can be used. 

Diffuse irradiance from the sky, either scattered or 
emitted, is 

Ed= 1tVdLd (30) 

L d is the mean downward radiance on an unobstructed 
horizontal surface, so 1tLd is the diffuse irradiance. The 
"sky view factor" Vd is the ratio of the diffuse sky irradi­
ance at a point to that on an unobstructed horizontal 
surface, i.e. 0 < Vd:S; 1. It accounts for the slope and 
orientation of the point, the portion of the overlying 
hemisphere that is visible to the point, and the aniso­
tropy of the diffuse irradiance. W!Ldefine T1i8,4>) as an 
anisotropy factor such that T1i8,«1>)Ld=L{8,4>). Therefore 
'Tld is normalized such that its hemispheric integral pro­
jected onto a horizontal surface is 1t, i.e. 

211 K/2I [ 11i8,cl>)sin8cos8d8d4> = 7t (31) 

V d on a slope S with azimuth A is found by projecting 
each element of 'Tld onto the slope and integrating over 
the unobstructed hemisphere, i.e. from the zenith down­
ward to the local horizon, through angle H •, for each 
direction cl>- For an unobstructed horizontal surface 
H•=1t/2 (see Figure 7.1). The horizon can result either 
from "self-shadowing" by the slope itself or from adja­
cent ridges. In the isotropic case where 'Tld = 1, the inner 
integral in equation (32a) below, for_ 8: given azimuth, 

can be evaluated analytically, leading to the approxima­
tion in {32b). 

211H, 

Vd = ~ [ I11i8,cl>) sin8 x (32a) 

[cos8cosS +sin8sinS cos(4>-A)]d8dc!> 

211 

= i1t I cosS sin2H ♦ -sinS cos(cl>-A) x (32b) 

(sinH.cosH♦-H♦ )d cl> 

Contribution from the surrounding terrain is 

Et= 1tCtLt (33) 

1tLt is the average irradiance reflected or emitted from 
the surrounding terrain. The terrain configuration fac­
tor Ct includes both the anisotropy of the radiation and 
the geometric effects between the point and each point 
in surrounding terrain with which it is mutually visible. 
The contribution of each of these terrain elements to the 
configuration factor could be computed [Siegel and 
Howell, 1981], but this is a formidable computational 
problem. Instead we use the following approximation: 

211 y. 

Ct= ; !J.'Tlu (8,4>) sin8 X (34a) 

[cos8cosS +sin8sinS cos(4>-A)]d8d4> 

= l+cosS -Vd (34b)
2 

Tlu accounts for the anisotropy of the reflected or emitted 
radiance from the surrounding terrain, including 
geometric effects. The limits of integration for the inner 
integral are from the horizon downward to where a ray 
is parallel to the slope: 

'If♦ = arctan [ tanS ~~$-A)] (35) 

In the upslope direction cos(<!>-A) is negative, so 
'If♦ <1t/2. In the downslope direction cos(<!>-A) is posi­
tive, so 'lf♦ >7t/2. Across the slope v~=1t/2. 

Rigorous calculation of Ct is difficult because it is 
necessary to consider every terrain facet that is visible 
from a point in order to calculate Tlt• In contrast to the 
sky radiation, the isotropic assumption is unrealistic, 
because considerable anisotropy results from geometric 
effects even if the surrounding terrain is a Lambertian 
reflector or a blackbody emitter. We therefore note that 
V d for an infinitely long slope_ is (1 +cosS )/2, which 
leads to the approximation in (34b). 

7.4. Algorithms for Rapid Ca/cu/at/on 
The terrain grid is oriented as in Figure 7 .2. Spacing 

between grid points is M in both the x and y direc­
tions, although the algorithms presented here could be 
modified for rectangular spacing if desired. Elevations 
z are stored as N -bit linear quantizations Qdz ,N) in 
the range [zmin,Zmax1• The grid is oriented with the rows 
from west to east and the columns from north to south, 
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so that x increases southward and y increases east­
ward. 

The algorithms are formally described using the C 
programming language [Kernighan and Ritchie, 1978; 
Harbison and Steele, 1984]. The code should also be 
understandable by anyone familiar with Pascal or Algol, 
and the reader has the security of knowing that the 
algorithms have been successfully run in the forms that 
they appear in the chapter. Some of the more esoteric 
features of C, such as use of register variables and some 
arcane but speedy pointer operations, have been omit­
ted for simplicity. The function POW2 (n) returns 2" 
and is usually implemented as a macro for positive n: 

lda~in• POW2(n) (1 << (n)) 

The constant PI is assumed to be defined. Otherwise it 
can be calculated as 

PI• 4 * atan(l.) 

7.4.1. Slope and Azimuth 

The sine of the slope angle S with range [0, 1], is 
represented by an M -bit linearly quantized value 
QdsinS ,M). We use the sine instead of the cosine, 
because the greatest precision is then for the lowest 
slopes. Azimuth (or aspect) A is represented by 
QL(A,M) in the range [-1t,1t(l-21-M)]. A =0 is toward 
the south, and positive azimuths are toward the east; 
note that -7t and 7t are the same azimuth. 

The fundamental equations are given below. The 
signs of the numerator and denominator allow A to be 
uniquely specified over [-1t, 1t]. 

112 
tanS = I Vz I = [ (az Jax}2+(az Jay )2] (36) 

tanA = -az Joy (37)
-dz /dx 

dz I dx and iJz Id)' are calculated by finite differences. 
At point i ,j: 

dZ _ Zi+l,j -Zi-1,j 
(38a)

ax - Uh 

dz Zi,j+l -Zi,j-1 
(38b)ay = Uh 

The elevations are stored in the terrain grid as N -bit 
linearly quantized integers. Let 

X = QL (zi+l,j,N)-QL (zi-1,j,N) 

y =QL(Zi,j+1,N)-QL(Zi,j-1,N) 

Z =Zmax-Zmin 

Then 

az XZ (39a)ax M (~+1 -2) 
az_ YZ (39b)
dy - M (~+l -2) 

Only the X and Y values vary over the grid; other terms 
are constant. Note that from (36) 

2 ] 1/2. S I Vz ISln - (40) 
- [ 1+ I Vz I 2 

Therefore, from equation (39a,b), if QL (sinS ,M) were a 
real quantity instead of an integer, it would be given by: 

QdsinS,M)=(~ -l)Z x (41) 

We can invert this and solve for X 2 + Y2• 

x2+ Y2 = 4(M 1-Qc(sinS ,M)(2N -1)2 
(42)

[(~ -1}2-Qc(sinS ,M)]Z2 

This can be evaluated for each half-integer value of 
QdsinS ,M) in the range [0.5, 2M -1.5] to form a lookup 
table of length ~. The solutions are the minimum 
values of X2 +Y2 that would round up to each value of 
QL (sinS ,M). Because the number of bits N used to 
store the elevations is usually greater than or equal to 
M, the number of bits used to store sinS, no artifacts 
are introduced into the resulting values by simple 
rounding instead of random rounding. 

Function 1 shows how the lookup table is formed 
prior to computing slopes and azimuths over a digital 
elevation grid. For each elevation grid point the differ­
ences are calculated and squared; then the linearly 
quantized slope value is found by searching the table. 
Function 2 shows a binary search algorithm, which is 
guaranteed to converge within M iterations for a lookup 
table of length ~ . 

For azimuths, we note that after substitution of the 
linearly quantized representations, equation (37) 
reduces to 

tanA = -Y (43)
-X 

Depending on the signs of the numerator and denomina­
tor, the value ofA falls into one of the four quadrants: 

sign sign Y 
X 0 + 

[0,1t/2] 0 [-n/2,0] 
1t/2 undef -rc/20 

[1t/2,1t] -7[ [-1t,-1t/2]+ 

Thus the lookup table of le~h 2M can be subdivided 
into four tables of length 2 -2 each. The entries into 
these tables are the absolute value I 2P-N-I Y IX I and 
the signs of the numerator and denominator. The mul­
tiplication by 2P-N-I prevents truncation effects in the 
integer division. P is the number of bits in the integer 
representation of the sum X2 + Y2 ; normally P ~ 2N. 

Function 3 shows how the azimuth lookup table is 
created, and Function 4 shows how it is searched. 

7.4.2. II/um/nation Angle 
The most important variable controlling the incident 

radiation on a slope in mountainous terrain is the local 
solar illumination angle. If the sun is not hidden by a 
local horizon (a problem addressed in the next section) 
the local illumination angle 0, on a slope S with 
azimuth A is given by 

cos0, = cos00 cosS + sin00 sinS cos(<;>0 -A) ( 44) 
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where 80 is the illumination angle on a horizontal sur­ 3. If k is the largest value greater than i and less 
face, and '° is the azimuth of illumination. than N such that ZJ& > z, and 

AB in the previous section, the quantities sinS and A 
are stored as M-bit linear quantizations. We achieve 
speed in the calculation of QL (cos8. ,M) by the following 
steps. 

1. We ignore variations in latitude and longitude 
over the terrain grid, or at least over portions of it. 
Therefore 80 and 4>o are constants. 

2. Because S and A are stored as linear quantiza­
tions, there are only ciM possible values for cosS, sinS , 
and cos('°-A ). We therefore build lookup tables to 
avoid computing trigonometric functions at each point 
(Function 5). 

3. Moreover, although there are 22M possible S ,A 
pairs, not all combinations occur in a typical terrain 
grid. Therefore the algorithm can keep track of which 
S ,A pairs have already been encountered (Function 6). 

7.4.3. Horizons 

The cosine of the angle from the zenith to the horizon 
in a given azimuth 4> is represented by an M -bit linear 
quantization in the range [0,1]. The algorithm 
described in this section was previously published 
[Dozier et al., 1981], but we have implemented a few 
changes to make it clearer. 

By rotating a grid in direction 4> we reduce the hor­
izon problem t;o its one-dimensional equivalent. Along 
each row of the rotated grid (Figure 7.3) we want to cal­
culate the horizon angle in the forward (we could choose 
backward) direction for each point; then we rotate the 
solution back to the original orientation. We showed 
that this can be solved in "order N" iterations, where N 
is the number of points in the profile. All other methods 
for solving this problem [Williams et al., 1972; Dozier 
and Outcalt, 1979] are apparently order N 2, so comput­
ing times for larger elevations grids become enormous. 
The fast solution is achieved by casting the problem in a 
somewhat ill-posed way. Instead of directly finding the 
horizon angle, we instead find the point that forms the 
horizon. 

This has an additional advantage. While the angles 
to the horizons will change with vertical exaggeration of 
the terrain grid, the coordinates of the points that form 
the horizons do not. When computing orthographic 
views of satellite images registered to elevation grids, 
the same horizon algorithm can be used to decide a 
priori which points in the image are visible [Dubayah 
and Dozier, 1986]. By storing the points that form the 
horizons, one can easily generate different vertical exag­
gerations of the same grid. 

For a grid row, an elevation function z is defined on 
the points j =0, 1, ... ,N-1. Since the points are evenly 
spaced, the abscissa is specified by j M . The horizon 
function h in the forward direction satisfies, for all 
Osi <N: 

1. i S.hi. Hence hN-t =N-1. 

2. If z, ~zi for all i <i <N, then h, =i. That is, if the 
elevation is greater than or equal to any other point in 
the forward direction, we say it is its own horizon. 

I · · I 
z-<z-+(z1&-z·) 11...:::..!:....1 

J - ' ' I k -i I 

for all i <i <N, j :# k,. then h, = k . That is, if two points 
in the forward direction are equally suitable as horizon 
candidates, the farthest is chosen. 

A simple algorithm for determining the horizon func­
tions for each point would be to compute the slope from 
each i to each j > i and choose the maxima. U nfor­
tunately the number of comparisons in such an algo­
rithm is order N 2; if the number of points in the profile 
were doubled, the number of comparisons is quadrupled. 
Speed is achieved by comparing the slope from i to j 
with the slope from j to hi. If the slope from i to j is 
greater· than from j to hi, then all points forward of j 
are not visible from i and therefore h, =j. Alterna­
tively, if the slope from j to h1 is greater than the slope 
from i to j then all points between j and h1 need not be 
checked, because point hi is visible from i. 

Function 7 shows the one-dimensional horizon algo­
rithm. Once the coordinates of the horizon points are 
found, the angles to the horizon are easily calculated. 

7.4.4. Sky View Factor 
The sky view factor Vd (equation 32b) accounts for 

the portion of the overlying hemisphere that is visible t;o 
a grid point. To calculate it one needs to know the slope 
S and azimuth A of the point, plus the horizon angle H♦ 
in a discrete set of directions <I>- Usually 16 directions 
around the circle are enough. Because there are only 
~ possible values for S, A, or H ., the values of the tri­
gonometric functions in equation (32b) can be stored in 
tables. Function 8 shows the algorithm. 

7.5. Conclusion 
The fast algorithms presented here save considerable 

time in calculating terrain parameters for watershed 
analysis. 
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7.6. Code Ustlngs 

Following are the code listings for the functions referenced in this chapter. 

Function 1. Create Slope lookup Table 

alopetbl(m, n, delhaq, zdaq, ■ tbl) 

int m; I* I bit ■ for ■ in• ■ lope *I 
int n; /* I bita for elevation *I 
double delheq; /* ■quar• of grid ■pacing */ 
double zdaq; /* ■quare of elevation range *I 
long * ■tbl; /* slope lookup table *I 

int b; /* B (ainS, m) *I 
int tm; /* POW2 (m) */ 
double bm; /* (B - 1/2) aquared */ 
double tm2; /* {tm - 1) ■quared */ 
double kl; /* (tm2 * delhaq)/zdaq */ 
double tn; /* POW2 (n) - 1 */ 

/* 
* th••• value• are con ■ tant in loop 
*/ 

tm • POW2 (m); 

tn • POW2(n) - l; 
tm2 • (tm - 1) * (tm - l); 
kl• 4 * delh■ q * tn * tn / zdaq; 

I* 
* firat element of table 
*/ 

atbl[0] • 0; 

I* 
* loop for every integer from l to POW2(m) - 1 
*/ 

for {b • l; b < tm; ++b) { 
/* 
* minimum value that would round up to b 
*/ 

bm=-b-0.5; 
bm *• bm; 
atbl[b] • (long} ((bm * kl) / {tm2 - bm)); 
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Function 2. Search Slope lookup Table GivenX2 +Y2 

int 
alarch(m, aumaq, atbl) 

int m; I* I bit• in alope lookup table */ 
long aumaq; /* X aquared + Y aquared */ 
long *atbl; /* lookup table */ 

int b; /* B(ainS, m) */ 
int i; 
int j; 

I* 
* beginning and end of lookup table 
*/ 

b • i • O; 
j • POW2 (m) - l; 

I* 
* aet to maximum if off end of table 
*I 

if (aumaq >• atbl[j]) 
b • j; 

I* 
* otherwiae binary ••arch table for apanning valuea around aumaq 
*I 

elae { 
while (aumaq > atbl[i]) { 

b • (i + j) / 2; 
if (aumaq >• atbl[b]) 

i • b + l; 

•l•• 
j • b - l; 

return (b); 
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Function 3. Create Azimuth Lookup Table 

extern double tan(); 

azmtbl(m, n, 
int 
int 
int 
long 

p, atbl) 
m; 
n; 
p; 

*atbl; 

I*# bit• for azimuth 
/*#bit• for elevation 
/* # bita in long int 

/* azimuth lookup t<lble 

*I 
*I 
*I 
*I 

int 
int 
double 
double 
double 
double 

b; 
blim; 
tn; 
tp; 
kl; 
k2; 

/* B(A, m) 

/* POW2 (m-2) 
/* POW2(p-n-l) 
/* 1/POW2 (m-1) 
/* tp * PI 
/*kl* 0.5 + PI 

*/ 

*I 
*I 

*I 
*I 
*/ 

I* 
* constant value• in loop 
*I 

tp • 1.0 / (double) POW2(m - 1); 
aaaert(p >• 2 * n); 
tn • (double) POW2(p - n - 1); 
kl • tp * PI; 
k2 •kl* 0.5 + PI; 

/* 
* run loop from 1 to POW2 (m-2) 

*/ 
blim • POW2(m - 2); 
&tbl[0] • O; 
!or (b • l; b <• blim; ++b) 

atbl[b] • (long) (tn * tan(kl * b - k2)); 
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Function 4. Search Azimuth Lookup Table GivenX and Y 

int 
azmarch(m, n, p, xd, yd, atbl) 

int m; I* •bit ■ for azimuth *I 
int n; /* •bit ■ for elevation *I 
int p; I* •bit ■ in long int *I 
int xd; I* X difference *I 
int yd; I* Y difference *I 
long *atbl; /* from function azmtbl() *I 

int b; /* B(A, m) */ 
int i; 
int j; 
int hal:fr; /* half rang• index, POW2(m-l) */ 
int quartr; /* quarter range, POW2 (m-2) */ 
long tn; /* POW2(p-n-l) */ 
long r; /* aba(tn *yd/ xd) */ 

halfr • POW2(m - l); 
quartr • POW2 (m - 2); 
a■■ ert(p >• 2 * n); 
tn • POW2(p - n - l); 

I* 
* general ca■•, neither X- nor Y-differenoe zero 
*/ 

if (xd *yd!• 0) { 
r • (xd *yd< 0) ? -tn *yd/ xd tn *yd/ xd; 
b • i • O; 
j • quartr; 
if (r >• atbl[j]) 

b • j; 
I* 
* binary ••arch of azimuth table 
*I 

•l•• 
while (r > atbl[i]) { 

b • (i + j) / 2; 
if (r >• atbl[b]) 

i • b + l; 
•l•• 

j =- b - l; 

I* 
* b bolds correct value if both xd,yd positive, i.e. azimuth ia 
* toward NW quad; adju ■t otherwise 
*/ 

if (xd < 0) 

b •(yd< 0) ? 

b + halfr /* SE quad*/ 
: hal:fr - b; /* SW quad*/ 

elae i:f (yd< 0) 

b +• hal:fr + quartr; /* NE quad*/ 

I* 
* X-difference zero; b ia sat to 'south' arbitrarily if point ia flat 
*/ 

else if (xd =- 0) { 
b =- halfr; 
i:f (yd< 0) 

b +• quartr; /*east*/ 
else if (yd> 0) 

b -• quartr; /*west*/ 
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/* 
* Y-difference zero 
*/ 

el•• if (yd 0) 

b • (:xd > 0) ? 

0 /*north*/ 
hal:fr; /* aouth */ 

return (b); 

Function 5. Create Table for Necessary Trigonometric Functions 

extern double coa (); 
extern double sqrt(); 

trigtbl(nalope, nazm, phi, aintbl, coatbl, coadtbl) 
int nalope; I* number bit• in •lope */ 
int nazm; /* number bit• in azimuth */ 
:float phi; /* aolar illumirua.tion aziumth */ 
float *aintbl; /* all poaaible value• o:f ainS *I 
float *coatbl; I* all poaaible valuea o:f coaS */ 
:float *coadtbl; /* all value ■ o:f coa(phi-A) */ 

unaigned j; I* counter, alope/azm value *I 
float n; I* maximum value of j */ 

/* 
* Sine• and cosine• of each poaaible alope. (Loop runa backwards :from 
* n to zero) 
*/ 

j • POW2(nalope) - l; 
n • j; 
++j; 
do { 

--j; 

aintbl [j) (:float) j / n; 
coatbl[j] aqrt((l - aintbl[j]) * (1 + aintbl[j])); 

} while (j !x 0); 
/* 
* Cosine difference• :for each poaaible azimuth. 
*/ 

j • POW2 (nazm) ; 
n • j; 
++j; 
do { 

--j; 

coadtbl[j] • coa(phi +PI* (1 - 2 * (float) j / n)); 
} while (j !• O); 
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Function 6. Vector of Cosines of Local Illumination Angle 

co■ine■ (nval■ , nbit■, ■ins, azm, 
already, ■had•, 

int 
int 
un ■ igned 

un ■ igned 

float 
float 
float 
float 
float 
int 
un ■ igned 

un ■ igned 

int 
int 
int 
float 
float 

nval■ ; 

nbit ■; 

* ■ inS; 

*azm; 
ctheta; 
■theta; 

* ■ intbl; 

*co ■ tbl; 

*co ■dtbl; 

**already; 
** ■bade; 

*cz; 

j; 
•: 
a; 
mu; 
n; 

ctheta, ■theta, ■ intbl, co ■ tbl, co ■ dtbl, 

cz) 
I* length of vector■ ■ ins, azm *I 
I* number of bit ■ in cz */ 
/* ■ lope value ■ (integer) *I 
I* azimuth value ■ (integer) *I 
I* co ■in• of ■olar zenith angle *I 
I* ■ in• of ■ olar zenith angle *I 
I* computed by trigtbl *I 
I* computed by trigtbl *I 
I* computed by trigtbl *I 
/* value already computed? *I 
/* ■tore for already computed *I 
I* co ■ in•• of local ■un angle ■ *I 

/* loop counter */ 
/* ■ lope index */ 
/* azimuth index */ 
/* co ■ ine local illum angle */ 
/* maximum value */ 

n • POW2(nbit ■) - l; 

for (j • O; j < nval•; ++j) { 
• • ■ inS[j]; 
a• azm[j]; 

I* 
* Compute co ■ ine of local illumination angle, u ■ ing lookup table ■ , 

* but only if we havan't already found value for thi• combination of 
* ■ lope and azimuth. 
*/ 

if (!already[ ■] [a]) 

mu• ctheta * co ■tbl[ ■] + 
■theta* ■ intbl[ ■] * 

if (mu <• 0) 

■hade[a] [a]• O; 
el ■• 

■bade[•] [a]• mu* n 
already[ ■] [a]• l; 

cz[j] • ■hade[ ■ ][a]; 

co ■dtbl[a]; 

+ 0.5; 
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Function 7. Horizon in Forward Direction for Equi-Spaced Elevation Vector 

#define alope(i, j, z) \ 
( (( z [ j ] ) <• (z [ i] ) ) '? 0 ((z [j] )- (z [1])) / ((float) ((j) -(1))) ) 

horlf(n, z, h) 
int n; /* length of vector ■ *I 
float z []; /* elevation function */ 
int h []; /* horizon function *I 

float aihj; /* ■ lope i to h[j] *I 
float •ij; /* ■ lope i to j */ 
int i; /* point index *I 
int j; /* point index *I 
int k; /* h [j] *I 

/* 
*Endpoint i• it• own horizon 
*/ 

h[n - l] • n - l; 

/* 
* Loop from next-to-end backward to beginning 
*/ 

for (i • n - 2; i >• O; --i) { 
I* 
* Start with adjacent point in forward direction; loop until alopa 
* from i to j i• greater than or equal to the ■ lope from j to it ■ 

* horizon. 
*I 

k • i + l; 
do { 

j • k; 
k • h[j]; 
aij • alope(i, j, z); 
aihj • ■ lope(i, k, z); 

} while ( ■ij < aihj); 

i:f (■ ij > ■ ihj) /* j i• i'• horizon *I 
h[i] • j; 

el•• if (■ ij - 0) I* i i• it• own horizon */ 
h[i] - i; 

elae I* h [j] is i'• horizon */ 
h [i] "" k; 
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Function 8. Sky View Factor Vd 

int 
viewd(m, oh, a, a, h, hthl, ainthl, 

int m; 
int nh; 
int a; 
int a; 
int *h; 
double *hthl; 
double *ainthl; 
double •coathl; 
double *coadthl; 

int b; 
double cp; 
double ca; 
int j; 
int k; 
double n; 
double ••: 
double v; 

I* 
* conatant• in loop 
*I 

cp • coadtbl[a]; 
ca coatbl[a]; 
•• • aintbl[a]; 

I* 
* awn over all horizon direction• 
*I 

V - O; 
for (j • O; j < nh; ++j) { 

k•h[j]; 
v +•ca* aintbl[k] 

coathl, coadthl) 
/* I bita tor vi•• factor 
/* I horizon azimuth• 
/* ainS 
/* A 
/* horizon vector 
/* all valu•• of horizon angle 
/* all valu•• ainS or ainB_phi 
/* all valuea coaS or coaB_phi 
/* all value• of coa(phi-A) 

/* linear quant value of vd 
/* coa (phi-A) 
/* coaS 
/* index 
/* index 
/* POW2 (m) - 1 
/* ainS 
/* vi•• factor vd 

* aintbl[k] -
•• * cp * (aintbl[k] * coathl[k] - htbl[k]); 

/*
* convert to linear quantization 
*/ 

n • POW2 (m) - 1; 

b • v * n / (2 * nh) + 0.5; 
return (b); 

*/ 
*I. 
*I 
*I 
*I 
*I 
*/ 
*I 
*I 

*I 
*I 
*I 
*/ 
*/ 
*I 
*I 
*I 
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Figure 7 .1. Horizon angle H ci, for direction cp. 



- 98-

y 

+ + + + +r 
~h 

+ + + + ! + 

+ + + + + 

+ + + + + 

Figure 7.2. Orientation of digital elevation model, showing direction of x and y coordinates 
and spacing M 
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Figure 7 .3. A single horizon profile showing the horizon angle H in the forward direction for 
three points. 
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8. Snow Accumulation and D&trlbut/on 

8. 1. lntroducffon 

One of the principal properties of concern in snow 
hydrology is snow water equivalence (SWE), the depth 
of water at a point that would result if the snow were 
melted. SWE may be estimated by multiplying the 
depth by the mean density so 

(45) 

where: 

p. = density of snow layer ~ m-3), 
Pw =density ofwat.er (kg m ), 
z' = depth of snow layer (m), 
z = depth of snowpack (m), 

and mean density is defined as 

SWE 
p=p.--. (46) 

z 

With the u~ of both established and recently­
deve~oped techruq?es, SWE measurements at a given 
location are not difficult t.o obtain. Accurat.e methods 
using precision eq':llpment t.o measure density, exist i~ 
many forms, rangmg from those involving excavation 
~nd sampling pits [Perla and Martinelli, 1978] t.o the 
isotope-profiling gauge [Kattelmann et al., 1983]. The 
persistent question is: how do we accurately estimate 
the total volume of water stored in the snowpack over 
an entire drainage basin? Snowpack properties may 
vary greatly over small distances. Numerous studies 
have been conducted in prairies or regions ofmild relief. 
and snowpack variation in these places is relatively weli 
understood. Spatial and temporal variations of snow 
cover in alpine regions are not well underst.ood. The 
differences in fact.ors contributing to variation in SWE 
over gentle terrain (slope, aspect, elevation, vegetation 
type, surface roughness, energy exchange, etc.) are 
exaggerated in alpine areas. The result is a heterogene­
ous snowpack that changes markedly in space and time. 

Logisti_cal problems have limited research in alpine 
areas. Field personnel must cope with difficult access 
cold temperatures, inclement weather, and avalanches: 
Equipment must operate at cold temperatures and 
through repeated freeze-thaw cycles. A few instru­
mented alpine sites with excellent data records for a 
several square meters exist [Martinec, 1970; Davis and 
~farks, ~980; Davis et al., 1984], but they offer little 
mformation about the spatial variability of the meas­
~red par~eters. In the alpine environment, extrapola­
tion of pomt data over short distances may not be reli­
able. 

Energy:balance snowmelt models perform adequately 
at a we~l-mstru~ented site, ~_ut their use in hydrologic 
fore~ting reqw~es_ calculation over a drainage basin. 
Spatial charactenstics of the basin and meteorological 
data can be included as an input, but spatial charac­
teristics of the snowpack are also necessary. We usually 
lack such information. 

Clearly, there is a need for a sampling method that 
can capture snowpack variability and characterize it 
over an area, that has reasonable time and manpower 
requirements, and yet accurately assesses the 
snowpack. A brute force approach of massive, high­
resolution sampling is seldom practical, given con­
straints of safety and money. We have been able to 
assemble t.eams for large surveys as part of this study 
as the necessary manpower was available. Snow depth 
and density measurements were obtained in four inten­
~ive snow surveys during the 1986 melt season, provid­
mg a large spatial sample of point measurements that 
could be used in model development and t.esting. 

8.2. Previous Work on Snow Distribution 

Investigations on snow accumulation and distribution 
in ~he last two decades have focused on elevation, vege­
tation, and t.opography (Table 8.1). Meiman [1968] 
summarizes many of the earlier studies. Although 
much of the work has been done in regions of low eleva­
tion and minimum relief, many of the results appear to 
apply t.o alpine areas. Even in regions with gentle ter­
rain and low altitude, snow accumulation increases with 
elevation [Logan, 1973; Steppuhn and Dyck, 1974; Storr 
at?-d Golding, 1974; Dickison and Daugharty, 1979; 
Dingman et al., 1979]. Rhea and Grant (1974] point out 
that the orographic effect is not simply due to change in 
elevation of an air mass, but also to the rate of change 
which is a function of the land-surface slope and th~ 
speed of the air parcel. Woo (1973] argues that eleva­
tion affects net snow accumulation because melting lev­
els move up and down resulting in alternating accumu­
lation and ablation at a point. Some points will remain 
above the melting elevation while others are more fre­
quently below. Dingman et al. [1979] found a relation­
ship between SWE and elevation, but poor correlation 
~tween d~nsity and elevation. Both relationships 
improved mto the season as variance in density 
decreased. Meiman (1968] found that while elevation 
and aspect are important, year-to-year variability, and 
within-year variability in atmospheric conditions may 
be_ mo~e important. Aspect is identified as important 
pnmanly because of melt influence. Meiman indicates 
that there is a large variance in the elevation/SWE rela­
tionship between different physiographic areas and 
there are important spatial and t.emporal differences 
within homogeneous areas. This means simple relation­
ships are not consistent between regions and in homo­
geneous areas the relationships may change over short 
distances and over time. 

Many studies have examined the relationship 
between snow accumulation and terrain features and 
vegetation. Steppuhn and Dyck (1974] observed recur­
ring distributions of depth, mean density and SWE for 
similar topography, vegetation, and land use on three 
different scales: regional, local, and micro. Th~ regional 
scale includes climatic effects; the local scale includes 
topography and vegetation; the micro scale is of the 
order of a few meters and includes surface roughness 
and soil temperature, among others. Slope was the 
most important parameter at the local scale. Adams 
[1976] discovered that snow distribution and retention 
in Ontario could best be described by seven different 
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vegetation types. Granberg [1979] noted that terrain 
roughness on all scales (small vegetation to large topo­
graphic features) affects snow accumulation. This effect 
diminishes as accumulation reduces the roughness at a 
particular scale. Dickison and Daugharty [1979] found 
both elevation and forest type to have a significant rela­
tionship with snow depth in an eastern Cana~an basin 
with small relief. Terrain type plays a more important 
role than elevation in the high arctic basins [Woo and 
Heron 1979]. With the exception of Rhea and Grant 
[197 4]: none of the above studies were conducted in 
al pine areas. 

Elevation has also been shown to be important in 
subalpine and alpine regions. Glaciologists have used 
estimates of SWE between discrete elevation bands for 
glacier mass balance studies [Andrews, 1975]. Engele!l 
[1973], Caine [1975], and Young [1974] all report a posi­
tive linear relationship between elevation and SWE. 
Rhea and Grant [1974] found this relationship to be 
true for long-term seasonal means, but only for points 
on the same ridge. Grant and Rhea [1974] and Dexter 
[1986] studied the effect of elevation on the density of 
new snow in Colorado. Grant and Rhea found that 
other factors (upper wind direction, wind speed, air tem­
perature) may be just as important as elevation. Dexter 
found no systematic relationship between new snow 
density and aspect or elevation, but did find that site 
exposure affects bulk snowpack density. 

Most of the studies in alpine areas are regional exam­
inations, rather than studies of specific basins, but 
several notable exceptions exist. Alford [1973] studied 
cirque glaciers in Colorado and examined the effect that 
elevation and cirque orientation had on the winter and 
summer mass balance. He found that elevation was 
insignificant over the ranges studied, but that a large 
portion of the winter and summer balances could be 
explained by the orientation of the cirque because of two 
directionally dependent factors: wind redistribution of 
snow and incoming solar radiation. Alford noted a 
"striking qualitative similarity" between maps of abla­
tion patterns and solar irradiance on the glaciers. Field 
observations also indicated that redistribution by wind 
was a critical factor in spatial distribution patterns. In 
suggesting further work, Alford speculates that better 
results may be obtained by partitioning the glaciers or 
cirques into subunits and examining them on a finer 
scale, and he recognized that a major portion of this 
endeavor would be the optimal division of the original 
unit into smaller units. 

Young [1974, 1975], working on the Peyto Glacier, 
Alberta, found elevation, local relief, and slope angle to 
be important factors in regressions against snow depth. 
Using a DEM with 100-m spacing, local relief was calcu­
lated as the height in meters of a central point, above or 
below the best-fit regression plane of its four nearest 
neighbors. Slope angle and local relief were the most 
important predictor variables in the stratified random 
sample test, but elevation caused. the regression equa­
tion to over predict snow depth at high elevations in the 
nonstratified sample. This appears to be the first study 
to use a DEM to calculate terrain characteristics for 
snow accumulation studies. 

Haston et al. [1985], working in the same basin as 
our study, explained snow distribution using elevation, 

and "southness" (sinS cosA) and "westness" (cosS cosA) 
as measures of slope (S) and aspect (A). Her results 
showed a poor relationship between elevation and snow 
accumulation, as most of the basin is above ti1!1berline, 
but the slope angle and aspect parameters provided use­
ful relationships. However, lack of a DEM on which to 
register survey data precluded conclusive results from 
this study. 

It can be seen from the above mentioned studies that 
few were conducted in rugged alpine areas. Rather, 
references are made to the inadequacy of attempts to 
characterize the extreme SWE variability found in these 
regions [Bernier, 1986]. 

8.3. Measurement of Snow-Water Equivalence 
Measuring the snow-water equivalence on a snow 

board or on the ground is fundamental to any estimate 
of snow deposition volume. Methods using precision 
equipment to measure snow density from excavation 
and sampling in snowpits are described by Perla and 
Martinelli [1978]. Depth measurement is straightfor­
ward at a point. Virtually all techniques require deter­
mination of the mass of an extracted sample of snow 
volume from the snowcover, though there are a variety 
of methods to do this. 

SWE was initially sampled on snowboards or in 
snowpits using a sharpened PVC tube. Depth of each of 
several samples was noted, and all samples were care­
fully weighed. Density and SWE were then calculated 
from the average depth and mass of the samples. This 
method showed a large variance between pairs of sam­
ples, especially when snow densities were low, or when 
ice lenses or frozen layers were present. The method 
was abandoned in early winter except for snowboard 
samples of deposition events less than 20 cm. For larger 
deposition events or for snow pit measurements, the 
method used to measure SWE at a point involved use of 
a l000cm-3 density cutter designed specifically for use 
in the Sierra Nevada. Table 8.2 presents the expected 
data range, instrumentation and estimated data preci­
sion of physical snow measurements. The precision of 
the density cutter is based on a comparison of 54 pairs 
of density profiles made throughout the Sierra Nevada 
that showed a mean density difference between profiles 
of 3.2%, with a standard deviation of 3.1%. Snow 
depths in this comparison ranged from 20 cm to 6.0 m, 
and densities from 65 to 650 kgm-a. 

8.4. Factors Affecting Snow Distribution 

In order to understand the variable distribution of the 
snow cover, it is necessary to understand the processes 
controlling distribution. Properties of the snowpack 
(e.g., depth, density, temperature, chemistry) vary in 
space and time. Snow depth and density are controlled 
by both accumulation and ablation. On a large scale, 
these processes are controlled by meteorological pat­
terns and major terrain features, and on a small scale 
by redistribution, new snow properties and micro­
meteorology. Accumulation consists of two processes: 
snowfall itself and redistribution of the original snowfall 
by wind transport or by sloughing and avalanching in 
areas with sufficient slope. Ablation occurs by melting, 
sublimation, and deflation. 
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Variability in both depth and density must be con­
sidered in evaluations of snow distribution. Density 
measurements involve excavating snowpits and sam­
pling the pit wall, which is labor intensive and time con­
suming. Conversely, depth measurements simply 
involve probing, and a large number of samples may be 
taken in the time required to dig a single pit. Depth 
varies more than density in alpine areas, so the major 
source of variation in SWE is variation in depth, espe­
cially during melt season. Fortunately, this makes field 
sampling feasible since many easily obtainable depth 
measurements can be combined with a smaller number 
of density profiles. A good sampling scheme requires 
that the number of depth and density measurements be 
proportional to the parameter variances [Goodison et 
al., 1981]. Prior to the onset of melt, density exhibits 
considerable spatial variability, and measurements 
throughout the entire drainage area are needed to 
characterize this variability. SWE estimates are then 
computed from depth measurements, using an interpo­
lated value for density. Ripening of the snowpack 
before runoff leads to more homogeneity, with less vari­
ation in grain size or density because large grains grow 
at the expense of smaller ones [Colbeck, 1982, 1983; 
Marsh, 1987]. Once the snowpack is ripe, fewer sam­
ples are necessary to characterize the density variation 
[Hasholt, 1973; Logan, 1973; Adams, 1976]. 

It is difficult to predict the date at which the 
snowpack will become ripe, and the entire basin does 
not ripen simultaneously. It is also difficult to deter­
mine the date of peak accumulation. Because an esti­
mate of peak SWE is desirable for prediction of total 
expected runoff, it is necessary to periodically survey 
the entire watershed during the winter and spring to 
ascertain the "cold content" of the pack (the amount of 
heat needed to raise its temperature to 0° C) and the 
variability in density and depth over the basin. Waiting 
to survey until the basin is thought to be ripe may 
result in missing peak accumulation. 

Accumulation 

Snowfall. There are several reasons for irregular 
snowfall in alpine environments. Regional climate and 
latitude affect snowfall, but are not important at the 
scale of most alpine basins. In large basins, where 
elevations differ by several thousand meters and dis­
tances within the basin are on the order of kilometers, 
local basin climate may vary to some degree [Alford, 
1973]. Air temperature and vapor pressure control 
snow crystal morphology [LaChapelle, 1969; Perla and 
Martinelli, 1978] and therefore control new snow den­
sity. Wind affects the amount of fragmentation crystals 
undergo during and after deposition, and heavy frag­
mentation leads to high density of new snow. Elevation 
is considered the single most important factor in snow 
cover distribution by most of the studies cited in Table 
8.2, but the relationship is not independent of clima~ or 
slope. Orographic effects depend on slope and wmd 
speed, rather than elevation. Rhea and Grant (1974] 
found a positive relationship between the topographic 
slope of the 20 km upwind fetch and long-term, average 
precipitation. Snowfall also depends on the number of 
upstream barriers able to deplete the moisture supply of 
the air mass. 

Redistribution. Redistribution accounts for a large 
portion of the spatial heterogeneity of basin snow cover 
in alpine regions. Even if snowfall were the same over 
an area, the final deposition pattern would be highly 
irregular, because snow is typically moved by wind and 
redeposited during and after the precipitation event. 
The low density of the deposited snow, and large surface 
area of many flakes compared to their mass, allows 
transport over irregular terrain and large areas. Varia­
tion in storm patterns and wind direction further com­
plicate the problem. 

Recently, much work has been done on blowing snow, 
because of its economic effects [reviewed by Schmidt, 
1982a]. Snow may be transported by wind-induced 
creep, saltation or entrainment into the air mass [Mel­
lor, 1965; Radok, 1977; Schmidt, 1980]. Blowing snow 
is a two-phase process where ice crystals represent the 
solid phase and air represents the fluid. It becomes a 
three-phase process when solids sublimate to vapor dur­
ing transport. Saturation is reached when the air can­
not carry more solid load. This state is seldom reached 
in rugged topography because barriers are spaced too 
closely and effectively trap solid load. Estimates for the 
fetch necessary to reach saturation are between 200 and 
500m. 

In order for snow on the ground to become entrained, 
electrostatic forces, surface tension and ice bonds must 
be overcome. Only exceptional winds are capable of 
entrainment in maritime climates where well-bonded 
surfaces develop rapidly. Because of saltation, however, 
the impact of crystals hitting the surface may dislodge 
other crystals and allow them to be redistributed where 
the surface is not too well-bonded and there is a source 
of impact crystals from snow collected in trees, surface 
hoar or newly precipitated snow [Martinelli and 
Ozment, 1985]. 

Dyunin and Kotlyakov [1980] differentiate between 
storm types and their depositional characteristics. 
Upper snow storms are those in which snow falls 
without further transport. Deflation snowstorms do not 
contribute new precipitation but move previously depo­
sited snow by saltation. Suspension snow storms are 
similar to deflation storms, but the previously deposited 
snow is entrained into the airmass by turbulent diffu­
sion. Deflation storms are capable of drift and cornice 
formation on lee slopes and ridges, while upper storms 
have the ability to transport large volumes of snow into 
·belts on lee slopes. 

Like other sediments [cf. Bagnold, 1966] snow tends 
to accumulate in areas where air decelerates or flow is 
divergent, and it tends to erode in areas of acceleration 
or convergent flow. Fohn [1980], Schmidt (1984], and 
Schmidt et al. (1984], found maximum drift flux on an 
alpine ridge to be on the upwind side within a few 
meters of the crest, with scoured areas on windward 
slopes and deposition on lee slopes. Small disturbances 
in airflow lead to drift formation. Deflation hollows 
form adjacent to objects such as trees or boulders while 
immense drifts lie nearby. Largely due to the works of 
Mellor [1965], Schmidt [1980, 1982b, 1984], Schmidt et 
al. (1984], Tabler [1985], and Anno [1985, 1986], snow 
drift over simple uniform barriers is well understood. 
Where terrain irregularities and wind patterns are con­
sistent in time, drifts and scoured areas tend to repeat 
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in form and location, year after year. However, the 
problem is considerably more difficult and remains 
largely unresolved for complicated three-dimensional 
terrain found in alpine areas. Drifts may shift between 
storms as the storm track changes. Over a season, con­
sistent patterns still often emerge. This appears to be 
the case at Emerald Lake. 

Avalanches. Considerable volumes of snow may be 
moved by avalanches in a watershed. Regions in upper 
parts of basins accumulate snow in avalanche starting 
zones and when released, the snow is transported 
downslope to a resting point. Additional snow in the 
track or runout zone may be entrained and redeposited 
by the moving mass. Snow may repeatedly slough from 
slopes that are sufficiently steep, or at low temperatures 
where metamorphic bonding processes are slow. 
Avalanching and sloughing have been shown to be 
important in the nourishment and mass balance of gla­
ciers [Tushinsky, 1975]. Alford [1973] identified cirque 
glaciers in Colorado nourished almost entirely by 
avalanches, although most were due to a combination of 
avalanching and drifting snow. 

Avalanching does not change the total mass of snow 
in a drainage basin, but it is hydrologically important to 
correctly estimate the volume in these deposits because 
they may contain large amounts water. Zalikhanov 
[1975] found that 30 to 64% of the alpine snow cover in 
the Caucasus may be transported to valley bottoms by 
avalanches. The retarded melt rate due to increased 
depth in the deposits· may be offset by the increase in 
energy available to melt the snow at lower elevations. 
I veronova [1966] and Sosedov and Seversky [1966], 
working in the Zailiysky Alatau of Russia, showed that 
displacement of snow to valley bottoms retarded melt 
and attenuated peak runoff. Martinec and de Quervain 
(1975] found that accelerated melt and increased runoff 
in the early season from avalanche deposits attenuated 
the peak seasonal discharges in the Dischmatal, 
Switzerland. 

Accumulation and Redistribution at Emerald Lake 

Accumulation at Emerald Lake during the 1986 
water year has already been discussed in a previous sec­
tion of this report, however, a discussion of redistribu­
tion is in order. There is visible evidence for snow redis­
tribution in the Emerald Lake watershed. Large cor­
nices form on the uppermost ridges and generally face 
into the basin. These may be formed during southeas­
terly storms (the basin faces north) or may be the result 
of considerable erosion and scouring of the hillslopes 
outside the basin. Other large storms in the basin are 
northwesterly and travel up the basin, leaving large 
upslope dtjfts on the pronounced benches. These drifts 
account for a significant amount of deposition and are 
ubiquitous in this particular watershed, both in years of 
high and low precipitation. Most redistribution occurs 
during or immediately following the precipitation event. 

Most storms are associated with air temperatures 
near the melting point. At these high temperatures 
metamorphic processes (sintering) are rapid and result 
in a strong well-bonded surface. Snow deposited in the 
few trees in the basin quickly melts and surface hoar is 
an anomaly here, thus, the only likely source for impact 
crystals is newly precipitated snow. During and 

immediately following a storm, the loose snow may be 
easily moved and even disaggregate the old snow sur­
face, incorporating dislodged crystals into the redistri­
bution. Once the surface develops, little snow move­
ment takes place even in high winds and the majority of 
snow loss under these conditions is from sublimation. 

Many of the snow patches that persist for the longest 
period into the melt season in the Emerald Lake 
watershed are avalanche deposits or snowbanks found 
at the foot of steep cliffs fed by sloughing from above. 
The February storm mentioned above produced exces­
sive accumulation over a short period of time and led to 
a large avalanche cycle which moved a large portion of 
snow from mid-elevation in the basin to the lake sur­
face. Depths of drifts and avalanche deposits during the 
1985/1986 season sometimes exceeded 10 m, and 
sloughing from steep rock faces produced many depths 
exceeding 8 m. 

With the exception of the cornices and drifts 
described above, the snow cover smooths the Emerald 
Lake basin features. This happens on a small scale, 
including talus and small boulders, and on a larger 
scale, including gullies, depressions and large boulders. 
All but the very largest boulders were obscured com­
pletely during the 1985/1986 winter. 

Ablation 

A common method to evaluate ablation, snowmelt 
and energy exchange is through the energy balance 
equation. Snowpack ablation is controlled by energy 
exchanges at the air/snow and snow/ground interfaces. 
Energy inputs may come from solar and emitted atmos­
pheric radiation R, sensible heat exchange H, latent 
heat exchange LE, heat flux from the underlying sub­
strate G and advective heat transfer M. This relation­
ship has been studied extensively for snow [de La 
Casiniere, 1974; Anderson, 1976; Price and Dunne, 
1976; Granger and Male, 1978; Obled and Harder, 1979; 
Male and Granger, 1981] and is usually summarized in 
the following equation where l!.Q is the net energy 
exchange. 

l!.Q=R+H+LE+G+M (47) 

If l!.Q is less than zero the snowpack is losing energy. A 
positive !!.Q raises the temperature of the snowpack or 
produces melt if the temperature is already at 0°C. 
Chapters 9 and 10 discuss calculation of the snowpack 
energy exchange in the Emerald Lake basin. 

Of the available energy sources, it is well documented 
that in most cases solar and longwave radiation (R ) 
dominate [Zuzel and Cox, 1975]. Turbulent transfer 
processes (LE and H) are important in snowmelt in 
some conditions, but are usually of the opposite sign. 
Values for these exchanges are difficult to derive and 
the processes driving them, such as wind, are highly 
stochastic. Even with sophisticated instrumentation it 
is difficult to accurately estimate their contribution to 
melt. Advective heat transfer (M) is small, especially at 
the high elevations of the southern Sierra Nevada. 
Energy exchange through the ground/snow interface 
(G) is important in some cases, such as areas with 
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higher than norm.al geothermal exchange, but this 
energy is usually negligible in comparison to surface 
exchanges [Davis, 1980]. 

Heat flux from the ground may control accumulation 
at the onset of winter by melting snow as it falls on the 
surface. This is dependent on the thermal and optical 
properties of the substrate. Areas capable of absorbing 
and storing significant amount of energy will melt snow. 
These are typically areas with a low albedo and high 
heat capacity. The effect may carry into the winter on 
features too steep to accumulate snow. The energy 
absorbed may be re-emitted as longwave radiation and 
melt out depressions around the features. Olyphant 
[1986a] found that radiation re-emitted from exposed 
rock faces reduced net longwave losses by 37% to 63% in 
Colorado. 

More importantly, radiation affects accumulation 
through melt at the surface. If the melt only percolates 
into the snowpack and refreezes, then depth and density 
have changed but SWE has not. Once meltwater 
reaches an ice lens or the ground, however, it may move 
horizontally and the SWE at that point will change. 
Radiation thus influences the spatial element of accu­
mulation as it may effectively remove SWE from 
discrete parts of the basin where the energy budget is 
sufficient. 

Melt water production can take place only once the 
pack is locally isothermal at OOC. It is important to note 
that it is not necessary for the entire pack to be ripe in 
order t.o produce melt, because of the thermal diffusivity 
and conductivity of snow. Further, it is important to 
note that production of surface melt does not necessarily 
lead to runoff. Surface melt may take place and per­
colate down into an unripe portion and refreeze where 
the energy necessary to maintain the liquid phase is no 
longer sufficient. At this point the latent heat of fusion 
is released and the pack temperature is raised a 
corresponding amount. This is thought to be a principal 
method of ice lens formation. Ice lenses may also be 
formed when liquid water encounters a layer of reduced 
permeability, a buried surface lens, wind slab, etc., and 
tends to pond and spread out horizontally on the 
incongruity. Refreezing may then take place, leaving 
an ice lens. This is a common scenario in the Sierra and 
other maritime snow environments and is a principal 
method of ripening or removing the cold content. In 
maritime environments this occurs throughout the sea­
son, while in continental snowpacks it is primarily a 
springtime phenomenon. 

In predicting areas of melt for a given set of condi­
tions it is necessary to examine a number of factors. 
Besides the basic energy balance equation components, 
it is necessary to look at the different physiographic 
characteristics of the point in question. Factors such as 
slope, aspect, latitude and horizon must be taken into 
account, especially in rugged terrain. In locations 
where radiation inputs are relatively low (high lati­
tude), melt and rainfall tend to have a uniform effect on 
the snow cover [Adams, 1976]. In areas where the radi­
ation budget is both important and variable Oower lati­
tudes and high elevations with rough topography) it has 
the effect of increasing the variability in snowpack 
parameters. Some areas may go several months in the 
winter without receiving direct solar radiation. Adja-

cent areas may receive large amounts of direct radiation 
and experience variable melt throughout the winter sea­
son. Many of the studies in snowmelt have been carried 
out in prairie or arctic environments where terrain 
features are homogeneous [Pysklywec et al., 1968; de La 
Casiniere, 1974; Granger and Male, 1978; McKay and 
Thurtell, 1978; Woo and Heron, 1979]. In these cases is 
it adequate to apply a single value of irradiance to the 
entire study area. Other studies have applied energy 
budgets to different t.opographical units within a single 
basin [Price and Dunne, 1976; Obied and Harder, 1979]. 
Recently the problem of applying these results to rugged 
terrain has received more attention [Dozier and Outcalt, 
1979; Marks and Dozier, 1979; Dozier, 1980; Olyphant, 
1984, 1986b]. 

8.S. Reid Methods 
An exhaustive field measurement program was 

undertaken to measure SWE in the Emerald Lake 
basin. The program resulted in excavation of numerous 
pits and hundreds of depth measurements over the 
basin which served two purposes: measurements could 
be used as an input to the accumulation model and 
could be used to validate the results. 

Random sample survey points were selected on a 25 
meter grid overlain on the 5 meter resolution DEM grid. 
A stratified random sample is preferred for statistical 
reasons [Cochran, 1977] and for increased efficiency in 
the field, and has been applied to snow surveys [Young, 
1974; Leaf and Kovner, 1972; Steppuhn and Dyck, 1974; 
Adams, 1976; Woo and Marsh, 1978]. In this study, 
however, the survey data were used in our 
classification, and stratifying the basin before the sur­
veys were completed would have defeated the purpose. 

Four surveys were completed starting at the peak 
accumulation in the basin and following at approxi­
mately one month intervals thereafter. The first survey 
covered only about one fifth of the watershed due to the 
extreme avalanche danger over much of the area at that 
time, but the other three surveys encompassed the 
entire basin. Some of the generated points fell on loca­
tions that were either too difficult for the survey teams 
to reach or were located on rock outcrops or cliffs. These 
points were discarded if they appeared to have any snow 
on them since accurate estimate from afar was not pos­
sible, but the point was retained and a depth of zero 
recorded if it could be positively determined that the 
·point was located on rock. About 100 points were sam­
pled in the first survey and 180 points for each survey 
thereafter. Locations of the points were transferred to a 
set of orthographically corrected aerial phot.ographs. 

The field teams used these orthographic photographs, 
topographic maps, close-up photos and compasses to 
locate the points in the field. The photographs were of 
extremely high quality and resolution and they were 
overlain with a 5 m interval contour map before print­
ing. Combined with the many distinguishable features 
in the basin, these enabled precise location of points. At 
each location the survey team recorded aspect, slope 
angle, and snow depth at the point as well as depths 4 
m away in the four cardinal directions. The five depths 
were then averaged to minimize local variation of depth, 
caused by underlying boulders. Slope angle and aspect 
were obtained using compasses, and depths were found 
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using interlocking aluminum probes usable up to 10 m 
depth. At depths greater than 10 m, friction and icing 
on the probes made it impossible to obtain a sample. 
Slope angle and aspect observations were u~d only as a 
check on location. The values for these vanables were 
calculated from the DEM for data analysis. 

Snow pits were dug at selected sites throughout the 
watershed to obtain density and temperature profiles. 
Pit locations were retained for each survey t.o minimize 
labor efforts because several of the pits exceeded 6 m 
depth. The pit wall was excavated inward to a point 
which had not been subjected to the environmental 
changes induced by previous sampling margins. Den­
sity was measured by two techniques which have been 
discussed previously in this report. 

Snow covered area was estimated from many of 
oblique photographs obtained during the surveys ~d 
throughout the melt season. The nature of the basin 
topography allowed us t.o get adequ_ate vi_ews of ne~ly 
the entire watershed from opposing ndges. Aenal 
overflights were not effective due _t.o clo~d cover duri!1g 
some of the surveys and difficulty in getting commel"Clal 
aerial photography companies to comply with our needs. 
However, two overflights were successful between sur­
vey periods and these were useful for reference. 

8.6. Preliminary Results 
It is possible t.o estimate the basin SWE simply from 

the mean of depth and density the values obtained from 
the snow surveys when the sample size is large enoug~. 
The sample size of depth measurements exceeded 125 in 
all but the first survey, where it was 86. Density did 
not vary appreciably through the entire melt season 
with a mean of 520kgm-3 and a standard deviation of 
44.0 kg m-3. The small deviation allowed us to apply the 
mean density value to all depths t.o obtain SWE esti­
mates. Statistics on the depth measurements from the 
four surveys are summarized in Table 8.3. The rela­
tively low depth variance in the April survey data is an 
artifact of the sample distribution; only a small, rela­
tively homogeneous portion of the basin was sampled, 
for safety reasons. The basin mean s!1ow_ water 
equivalence (SWE) was obtained by multiplying the 
mean snow depth by the mean density for each survey 
date. Total volume of water stored in the basin~ cal­
culated by multiplying the t.otal basin area by SWE and 
results from all four surveys are listed in Table 8.4. 
Snow covered area was implicitly accounted for in the 
calculations because the survey points without snow 
were averaged into the mean snow depth. Again, with a 
large, randomly located sample, this procedure should 
be sufficient. 

Some justification is necessary for using snow depths 
from the subsample of the basin obtained in the first 
survey to represent the entire basin. The first survey 
covered only the northeast wall of the basin. Early sea­
son effects of radiation on the spatial distribution of 
snow in the basin appear to be negligible. At this time 
the energy budget is small and the energy budget differ­
ence between points within the basin is minimal. As 
the season progresses and the sun angle changes, some 
portions of the basin receive a great deal more ener1p1 
than others. Significant ablation may take place in 
some areas of the basin before melt is initiated in oth-

era, leading to increased variation in SWE. To charac­
terize this difference through time, an ANOV A was 
used to test the means of depth from the northeast wall 
against the means from the entire basin for the second, 
third, and fourth surveys. The null hypothesis was 
stated as follows: there is no difference between the 
mean depth for the northeast wall and the mean depth 
of the entire basin. An F test showed, at the 5% 
significance level, that there was no differe~ce in SWE 
for the locations in either the second or third survey, 
and that the means for the subarea fell well within the 
95% confidence intervals for the entire basin. The null 
hypothesis was rejected for the fourth survey, indicating 
that the northeast wall was no longer representative of 
the entire basin. The mean and variance of the three 
surveys can be found in Table 8.5 and the results from 
the F tests are listed in Table 8.6. Based on these 
results· it was possible t.o obtain a reliable estimate of 
basin $WE for the first survey date using the data 
available from the northeast wall. The mean from this 
survey was applied t.o the entire basin to calculate the 
values for the first survey in Table 8.5. 

This is an important result because this survey was 
completed close to the date of maximum accumulation 
and preceded any significant 9:1>lation.. ~e _total 
amount of water stored in the basin at this time 1s an 
important value to other facets of the project. Due t.o 
the relatively large sample sizes and the field tech­
niques employed, we have confidence in the values 
presented in Table 8.4. As stated above, these large 
surveys are seldom practical and new techniques m~st 
be developed to obtain a similar degree of accu:a~y with 
a reasonable time, manpower, and economic invest­
ment. Some possibilities toward this end are presented 
below. 

8.1. Future Work 
The objective of this portion of the project is t.o 

develop a model of snow distribution in an alpine basin 
based on topographical parameters that account for 
variations in both accumulation and ablation, by identi­
fying and mapping zones of similar snow properties. 
These zones will be delineated using the DEM and the 
extensive data base of snow properties now existing 
from the surveys. Topographical parameters will be 
used in zone calculations, including elevation, slope, 
rate of change in slope, aspect, and an ~ndex of rad!a­
tion. The radiation index will be total daily beam radia­
tion summed for selected days prior t.o the survey date, 
calculated by the methods described elsewhere in this 
report. All of the parameters m_entioned, ~th t~e 
exception of radiation, can be considered stationary m 
time. Clearly, snow distribution in rugged terrai~ d?8s 
not change uniformly in space over time. The radiation 
index will change through time and should produce a 
meaningful relationship with snow distribution. This 
may prove to be the best parameter for snow distribu­
tion in the Emerald Lake basin because it is the most 
reasonable physically based index. Although other ~hy­
sically based indices are being tested, such as elevation, 
slope and aspect, they may not be important on the 
scale of the Emerald lake basin. Haston et al. [1985] 
found poor correlations between snow depth and slope, 
exposure, southness and westness in the basin. Elev~­
tion was not tested because the DEM was not yet avml-
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able. The improved accuracy attained in the present 
study may produce different results, but more analysis 
is necessary before conclusions may be drawn. 

Analysis will be carried out using the statistical pack­
age "S" [Becker and Chambers, 1984] and the newly 
developed image processing software "!PW" [Frew and 
Dozier, 1986]. Images of the parameters described 
above have been constructed using IPW software. 

The images will be randomly sampled and combined 
with the points from the 1986 water year surveys for 
which SWE data exists. This test group will be 
clustered and the results used for classification of the 
entire watershed. The classification results will then be 
tested using standard statistical procedures until an 
optimal classification is reached. These results will 
then be applied to the 1987 water year survey results 
for similar analysis. In the 1988 water year, one inten­
sive random survey will be carried out at peak accumu­
lation simultaneously with a stratified random survey 
designed from the results of the present study. This 
will provide a third year of testing the distribution 
model with the intensive surveys as well as an oppor­
tunity to test the optimal survey against an intensive 
one. This should provide information on the usefulness 
of the entire approach and indicate whether it has 
potential for application beyond the present study. 
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TABLE 8.1. Previous Studies 

Studl location Elevation (m) De:eendent V ariable(s) Inde~ndent Variable(s) 
Mei.man [1968] Reviews previous studies SWE elevation, aspect, 

forest canopy 

Leaf and Kovner [1972] Fraser Experimental not specified SWE elevation 
Forest and Fool Creek, 
Colorado 

Alford [1973] Front Range, Colorado 3440-4040 SWE elevation, 
cirque orientation 

Engelen [1973] Snow courses in Colorado not specified depth, SWE elevation, topography, 
and New Mexico vegetation, date, 

latitude, longitude 

Logan [1973] Wilmot Creek Basin, 76-373 depth, density, SWE elevation, season 
Ontario air temperature 

barometric pressure 
liquid precipitation 

Grant and Rhea [1974] Snow courses in Colorado 2370-3440 density geographic location, 
upper wind direction, 
wind speed, tempera-
ture regime, weather 
modification 

Rhea and Grant [1974] Colorado and Utah 2700-3400 SWE elevation, topographic 
slope of storm approach, 
number of upstream 
barriers 

Steppuhn and Dyck [197 4] Beir Basin, Yukon; not specified SWE terrain, vegetation 
Bad Lake Basin, land use 
Saskatchewan; 
Battle Basin, Alberta 

Storr and Golding [1974] Marmot Creek 1585-2805 SWE elevation 
Experimental Watershed, 
Alberta 

Young[l974, 1975] Peyto Glacier, Alberta 2100-3200 SWE elevation, slope angle, 
local relief 

Caine [1975] San Juan Mountains, 2650-3500 SWE elevation 
Colorado 

Adams [1976) Peterborough, Ontario "'220 depth, density, SWE vegetation 

Dickison and Daugharty, Nashwaak Experimental 195-480 depth, SWE elevation, slope angle, 
[1978] Watershed, aspect, vegetation cover, 

New Brunswick vegetation basal area 

Dingman et. al. [1978] Snow courses in New 90-760 depth, density, SWE elevation, date 
Hampshire and Vermont 

Granberg [1978] Timm.ins 4 Permafrost 755-795 SWE topographic and 
Experimental Site, vegetative roughness 
Quebec 

Woo and Heron [1979] Resolute, 85-200 SWE terrain 
Northwest Territories 

Rawls et. al. [1980] Reynolds Creek 1400-2195 depth, density, SWE, slope angle, aspect, 
Experimental Watershed, vegetation, drift vs. 
Idaho non-drift area 

Haston [1985] Emerald Lake 2780-3415 SWE elevation, slope angle, 
Watershed, California aspect 

Dexter [1986] Front Range, Colorado 2500-4000 depth, density, SWE elevation, slope angle, 
aseect1 exeosure, date 
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TABLE 8.2. Measured Physical Snow Properties 
(Snowboards and Snowpits) 

Emerald Lake Watershed, 1986 Snow Season 

Measured Parameter RanS'!: Instrument Precision 

Snow Temperature T. -20 to 0 °C Digital Thermometer ±0.2°C 
Snow Depth z. 0 to 10 m Metric Tape ±0.005m 

Snow Density p. 65 to 650 kg m-3 PVC Tube 
1000 cm3 Cutter 

±5-15% 
±3% 

SWE ±5% 
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TABLE 8.3 Summary of Depth Survey Statistics - 1986 Water Year 

date of survey n mean depth (cm) std. dev. variance 
April 15-17 86 384 127 16,128 

May 2-5 127 378 219 47,939 
May23-26 157 292 197 38,685 
June 24-27 166 107 163 26,528 

TABLE8.4 Summary of Snow Water Equivalent - 1986 Water Year 

survey date mean depth mean density SWE total H20 volume 
(cm) (kgm-3) (ma) 

April 15-17 384 520 200 2,398,550 

May2-5 378 520 197 2,361,080 

May 23-26 292 520 152 1,823,900 

June 24-27 107 520 56 668,350 

TABLE 8.5. Depth Statistics - Entire Basin vs. Northeast Wall (1986) 

entire basin northeast wall 
survey date n mean depth (cm) variance n mean depth (cm) variance 

May2-5 127 378 47,939 50 357 21,870 
May23-26 
June 24-27 

157 
166 

292 
107 

38,655 
26,528 

34 
42 

269 
49 

13,005 
7,727 

TABLE. 8.6 F Test Results - Entire basin vs. Northeast Wall (1986) 

survey date May2-5 May23-26 June 24-27 
Fa, 0.399 0.453 12.19 

F (0.05)(1 Xl Xv) 3.89 3.89 3.90 

accept/reject H O • accept accept reject 

% conf. level 0.001 0.001 0.002 
basin mean depth 378.10 292.46 107.43 
NE wall mean depth 356.84 268.97 49.29 
95% conf. interval for ±38.45 ±31.01 ±24.95 

basin mean depth 

• see text for desciEtion ofH 11 
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9. Energy Exchange al the Snow Surface 

Snow meta.morphism and transport of chemical 
species in snow are driven by energy exchange at the 
snow surface. In this chapter we review energy 
exchange processes at magnitudes in the Emerald Lake 
watershed. 

In a seasonal snowcover, newly fallen snow is thermo­
dynamically unstable, undergoing continuous metamor­
phism until it melts and becomes runoff during spring 
[Colbeck, 1982]. These metamorphic changes and final 
melting are driven by temperature and vapor density 
gradients within the snowcover, which are caused by 
heat exchange at the snow surface and at the snow-soil 
interface [Colbeck et al., 1979; Male and Granger, 
1981]. In general, the energy balance of a snowcover is 
expressed as 

(48) 

L
where t,.Q is change in snowcover energy, and R11 , H, 

0 E, G, and M are net radiative, sensible, latent, con­
ductive, and advective energy fluxes. In temperature 
equilibrium, t,.Q = 0.0; a negative energy balance will 
cool the snowcover, increasing its cold content (the 
amount of energy required to bring it to 0.0°C), while a 
positive energy balance will warm the snowcover. The 
snowcover cannot be warmer than 0.0°C, and melt can­
not occur in significant amounts until the entire snow­
cover has reached this temperature. In a deep alpine 
snowcover, liquid water can occur in some layers while 
others are sub-freezing. This liquid water may re-freeze 
if it comes in contact with a sub-freezing layer, 
accelerating the snowcover toward equilibrium, or it 
may slowly drain from the snowcover if it occurs near 
the snow-soil interface. Once the entire snowcover is 
isothermal at 0.0°C, positive values of t,.Q must result 
in melt. 

As shown in Table 9.1, since the U.S. Army Corps of 
Engineers published their detailed report, Snow Hydrol­
ogy [USACE, 1956] many detailed and theoretical stu­
dies of the snowcover energy balance have been under­
taken. These studies took place in a variety of snow­
cover conditions and locations, and represent very dif­
ferent approaches to measuring or modeling the snow­
cover energy balance. They all agree, however, that the 
energy balance approach, when reliable energy 
exchange data are available, allows accurate snowmelt 
computations at a point that are physically based and 
independent of site-specific considerations. The problem 
is that it is generally not possible to directly measure 
energy exchange in a natural environment. Each of the 
energy exchange terms in the energy balance equation 
is calculated from a combination of measured meteoro­
logical parameters and a set of constants and 
coefficients which reflect our best understanding of the 
physical and thermodynamic characteristics of the 
atmosphere, the snowcover, and the soil. At a point, 
these cannot be measured with complete certainty, and 
monitoring their variation over a short distance is 
difficult. Over a small watershed, like Emerald Lake, 
we must examine the variation of a multitude of proper­
ties and processes in time and over a complex terrain 
surface. We must then generalize these so that our esti­
mates of the input parameters and the physical con-

sta.nts and coefficients, while not exact, provide a rea­
sonable characterization of the climate and the sn" 
cover and lead to an acceptable solution for the enez ~­
and mass balance. 

In the physical sciences, it is difficult to provide an 
absolute verification of either calculated or measured 
conditions or characteristics. Instead, we evaluate the 
uncertainties in the measurement and in the assump­
tions inherent in the calculation to estimate the uncer­
tainty of the result. The sensitivity of the result to error 
in any of the inputs is important in the determination of 
the appropriate computational approach and of priori­
ties in the field measurement program. We have tried 
to measure most accurately those parameters that have 
the greatest influence on the accuracy of the result. 
Computational approaches requiring inputs or levels of 
accuracy that are difficult to achieve have been modified 
or eliminated. 

In the following, each of the terms in the energy bal­
ance equation is presented in detail, showing the 
parameters which were measured or calculated. The 
uncertainty of those measurements and the assump­
tions made in calculating energy flux are evaluated, and 
the sensitivity of the result to errors in each phase of 
the calculation is determined. The magnitude of each 
term in the energy balance is estimated through the 
snow season, and the sensitivity of this balance to errors 
in the exchange calculations is evaluated. 

9.1. Net Radiation al the Snow Surface 

The radiant energy flux, or net all-wave radiation, at 
a point is the incident spectral irradiance less spectral 
exitance integrated over all wavelengths: 

R 11 =I-Ex (49) 

where all quantities have units ofWm-2
: 

R11 =net all-wave radiation, 
I = incident all-wave irradiance, 
Ex = all-wave exitance. 

The irradiance term includes direct and diffuse solar 
radiation and longwave radiation emitted from the 
atmosphere. Exitance includes both reflected and emit­
ted radiation from the surface. 

Radiation is the only form of energy transfer that can 
be measured directly in the natural environment. 
Incident radiation can be reliably and accurately meas­
ured in broad wavelength band widths, using well esta­
blished techniques and instrumentation [Monteith, 
1973] as demonstrated by Anderson [1976], Davis and 
Marks (1980], Olyphant (1984], Davis et al. [1984], 
Olyphant [1986a], and Marks et al. (1986]. The distri­
bution of incident radiation can be modeled over com­
plex alpine terrain, under clear sky conditions, for both 
solar [Dozier, 1980] and thermal [Marks and Dozier, 
1979] wavelength ranges. Under cloudy conditions, 
measurements are necessary because the separate con­
tributions of direct and diffuse solar and emitted ther­
mal radiation from the atmosphere and clouds are not 
easily predicted or modeled. At some sites, measured 
irradiance may include reflection and emission from 
adjacent terrain. This effect can be accounted for if the 
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surrounding terrain structure or "terrain configuration 
factor" is characterized. The solution to this problem is 
computationally difficult because each terrain facet visi­
ble from a point must be considered and because 
reflection from adjacent terrain is seldom isotropic 
[Siegel and Howell, 1981; Amfield, 1982; Dozier and 
Marks, 1987]. At Emerald Lake incident radiation is 
measured at two sites to calibrate the estimate ofirradi­
ance for terrain effects, atmospheric effects, and cloud 
cover. Parameters that cannot be reliably measured are 
modeled. Net radiation is calculated from a combina­
tion of measured and modeled parameters. 

Solar Radiation 
Net radiation at the earth's surface is separated into 

two solar and one thermal spectral bands. Solar radia­
tion (effectively 0.3 to 3.0 µm) is absorbed and scattered 
by terrestrial materials, but not emitted. For snow, 
absorption and scattering are functions of wavelength, 
incidence angle, and the optical properties of the surface 
[Bohren and Barkstrom, 1974; Warren, 1982]. 

These spectral features must be considered, but 
detailed spectral measurements of radiation at the snow 
surface are difficult under controlled conditions and not 
possible at a remote site. A spectral approach to model­
ing solar radiation, such as presented by Dozier [1980], 
will give an accurate result under clear skies, but it is 
complicated computationally and requires detailed 
information about the atmosphere and the snow surface 
which cannot be known when monitoring a remote site. 
Other investigators have taken a single-band, global 
approach to modeling solar radiation over remote alpine 
areas [Davies and Idso, 1979; Munroe and Young, 1982; 
Olyphant, 1984]. This simplifies the calculation of net 
radiation so that it can be done at a remote site, but 
may give an incorrect result by ignoring the distinct 
differences in the absorption and scattering properties 
of the snow surface in the visible and near-infrared 
wavelengths. 

Marshall and Warren [1987] point out that most glo­
bal climate models (GCM's) parameterize solar radia­
tion into two bands, and suggest that snow albedo can 
also be parameterized to reduce computational 
difficulties while retaining the most important aspects 
of the spectral differences affecting net solar radiation 
at the snow surface. Utilizing this approach to better 
simulate solar radiation transfer at the snow surface, 
incident and reflected solar radiation are measured in 
two wavelength bands: visible (0.28-0. 7 µm) and near­
infrared (0. 7-2.8 µm). The net solar radiation at a point 
is calculated by: 

R,.,. =lu (1.0-pu)+l,.ir (1.0-p,ur) (50) 

where: 

R,. ,sol = net solar radiation (W m-2), 

lu ,lrw = visible and near-infrared irradiance (W m-2), 

Pu , p nu- = visible and near-infrared reflectances. 
The irradiances are measured, but the reflectances, or 
albedos, are estimated from a limited set of measured 
reflectances made at the Mammoth Mt. snow study plot. 
Measuring reflectance is difficult, even under controlled 
conditions, and it is not possible at a remote, unat­
tended site. Detailed models of radiation transfer over a 

snow surface show that the spectral albedo of snow is 
determined by the snow grain size and by the concen­
tration of absorbing impurities in the near-surface layer 
[Wiscombe and Warren, 1980; Warren and Wiscombe, 
1980]. The effective grain size is generally defined as 
the radius of an ice sphere with optical properties 
equivalent to those exhibited by actual snow grains or 
crystals [Warren, 1982]. The effective grain radius of 
new snow is typically in the range of 20-200 µm, while 
old snow may have radii as large as 1500-2000 µm. The 
spectral albedo is parameterized into a two-band albedo 
that corresponds to the measured irradiance bands. 

These bands correspond closely to those used by 
Marshall and Warren [1987] in their model which 
parameterizes the albedo of snow into visible and near­
infrared bands. This model approximates snow albedo 
as a function of grain growth, contamination content, 
and sun angle for both bands. The decay of albedo with 
grain growth and the increase of albedo with solar zen­
ith was calculated by Marshall and Warren [1987] by 
integrating theoretical values from the spectral albedo 
model of Wiscombe and Warren [1980] and Warren and 
Wiscombe [1980]. Measurements from the Mammoth 
Mt. snow study plot show albedo changes with sun 
angle and decay after a snow deposition event. The 
decay of albedo is inversely related to the square root of 
the grain radius. The albedo decay with increasing 
snow grain size is linear in the visible and non-linear in 
the near-infrared. The increase in albedo with solar 
zenith angle is a function of the square root of the grain 
size and the cosine of the zenith angle and is essentially 
linear in both the visible and near-infrared bands, but 
the effect is much larger in the near-infrared. 

When the solar zenith angle is 0.0 with respect to the 
snow surface: 

Pu,0 = Pu.max - au r¾ (51) 

Pnir,O = Pnir,max exp[a,.ir r¼] (52) 

where: 
r = effective grain radius (µm), 
Pu.max= maximum visible albedo (1.0), 
au = slope coef., visible albedo decay with grain 
growth (2.0xl o-a), 
Pnir,mu: = maximum near-infrared albedo (0.85447), 
a,.ir = slope coef., near-infrared albedo decay with 
grain growth (-2.123x10-2). 

This allows a linear decay of Pu,o from about 0.98 to 
0.90, and an exponential decay of Pnir ,o from 0. 70 to 
0.40, when reasonable grain radii are used. For sun 
angles other than 0.0: 

(53) 

Pnir,9 = Pnir,o+ [(r¼a,.ir,e)+b,.ir,9][1.0-cos8] (54) 

where: 

8 = solar zenith angle, corrected for slope, 
au e = Pu e slope coef. (1.375x10-3

),• • -3
a,.ir,e = Pnir,9 slope coef. (2.0xl0 ), 
bnir,e = Pnir,e offset coef. (0.1). 

The slope and offset coefficients in the above equations 
were derived from measured reflectances from the 
Mammoth Mt. snow study plot. They are similar, 

https://exp[a,.ir
https://1.0-pu)+l,.ir
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though not identical, to those reported by Marshall and 
Warren [1987]. Figure 9.1 shows albedo decay with 
grain growth and albedo increase with zenith angle for 
grain radii from 36 to 1600 µm. 

The concentration of contaminants in the snow is 
difficult to determine, will increase with time in the 
absence of new snowfall, and is probably site specific. 
Grain size is difficult to measure as well, but both of 
these parameters must be determined before an esti­
mate of the albedo can be made using the model 
presented above. No measurements of either were 
available for this analysis, so the combined effect ofboth 
had to be lumped together in the determination of the 
coefficients in the above equations. Two years of inter­
mittent measurements of snow albedo from the Mam­
moth Mt. snow study plot (located at 2925 m in the 
eastern Sierra Nevada) were combined with the above 
equations to evaluate the range of values and growth 
rates that can be expected in an environment similar to 
Emerald Lake. The above equations were inverted to 
solve for grain size from measured albedo, which for the 
visible band is actually a combination of grain size and 
contamination. In the implementation of the Marshall 
and Warren [1987] albedo model, contamination was 
treated as affecting only the visible albedo. It has the 
effect of increasing the effective grain radius for the cal­
culation of p11 over the measured value. This approach 
showed that for the measured albedos, the effective visi­
ble grain radius, after accounting for contamination, 
was typically 1.5-3.0 times the solution for near­
infrared grain radius, which should be close to meas­
ured grain size. Lower values occurred in early winter, 
during cold conditions, with higher values occurring in 
spring. The range of grain growth also appeared to be 
seasonally constrained. Early season data showed ini­
tial grain sizes of around 20-75 µm, while spring storms 
were in the 50-150 µm range. Winter maximum grain 
growth was in the 500-700 µm range, while spring 
values were 1000 µm or more. 

Once a solution was reached on the apparent effect of 
contamination and for initial and maximum grain sizes, 
grain growth rates could be approximated. The solution 
allowed a single grain size for both visible and near­
infrared, with only the contamination factor differen­
tiating the two. If the time (in days) of the last snowfall 
t, the effective grain size of that event r, the expected 
grain growth maximum r max, and visible contamination 
factor c,m, are known, albedo can be estimated from 
time (in days) since that snowfall, and solar zenith. The 
initial effective grain size, after a snow event, and 
expected growth range for- the visible and near-infrared 
are calculated by: 

r.,<o> = Ctm r¾ (55) 

rnir<O> = r¾ (56) 

rllll,., =Ctm [rmu: - r )"ii (57) 

rng ,nir = [ rmax - r ]¾ (58) 

Grain growth rates are approximated by a second order 
Chebyshev polynomial [Acton, 1970], where t = time 
since last snowfall + 1.0 (days): 

gth = 1.0-{ 4+3t +t22 - 1.0} (59)
2+t +t .. 

The effective grain size at time t after a snow event is: 

ru<t> = ru(O> + [rng ,11 gth] (60) 

rnir<t> =rnir<O> + [rJl8',nir gth] (61) 

This function ranges from 0.0 to 1.0, while t ranges 
from Oto 00, but it achieves 80% of its range by t =9. It 
appears to have no seasonal variation, but this is 
difficult to determine as periods of continuous albedo 
measurement are seldom longer than a few weeks. It is 
not based on the physics of grain growth, but fits the 
measured reflect.a.nee decay for both visible and near­
infrared. 

Albedos at time t after a snow event are cak!. · ,d 
as above, first for 0 = 0: 

Pu,o<..t) = Pu,mu(t)-rv(t) Ou 2) 

Pnv,o<..t) = Pnir,max(t) e:xp[r,ur(t) O,ur] o3) 

and then corrected for zenith angle: 

Pu ,act>= Pu ,o(t) + [ru <t> au ,a] [LO- cose] 

Pnir,act> = Pnir,o(t )+ 

[(r,.ir(t> a,.ir,e)+b11ir,e] [l.O-cos8] 

Figure 9.2 shows computed vs. measured albedo for 
the data from the Mammoth Mt. site, for early and 
mid-winter and early and late spring periods during the 
1986 snow season. Because solar reflectance is difficult 
to measure continuously, only a small data set from a 
few clear days during the 1986 snow season is currently 
available and the effect of shadowing and cloud cover is 
unknown. It is therefore not justified to statistically 
evaluate the fit of the modeled vs. measured albedos. 
Flat regions in the measured curves are probably the 
result of shadowing by the instrument at high solar zen­
iths, but they could also be caused by cloud cover. The 
effect of cloud cover is difficult to calibrate from these 
data, as independent measurement of beam and diffuse 
irradiance was not made. It is not possible to correct 
the measured reflectances for these effects 
because information on conditions and instrument posi­
tion during the experiment are not available. However, 
these data represent the best continuously measured 
broad wavelength band albedos made in the past 10 or 
15 years in the Sierra Nevada. The fit of the modeled to 
_the measured albedos appears to be good. To make a 
better evaluation of an albedo model would require a 
more detailed measurement program and a careful 
evaluation of snow grain size and contamination con­
tent. 

Data for snowfall dates and volumes were used with 
the model presented above to calculate albedos for the 
Emerald Lake watershed for the period from October 
20, 1985 to August 1, 1986. This period represents the 
duration of significant snowcover in the watershed. Fig­
ure 9.3 presents the results of this calculation. The 
upper curve is the visible albedo, and the lower is the 
near-infrared albedo. The width of each function illus­
trates the magnitude of the increase in albedo with 
cosine of the solar zenith, while the bottom of each func­
tion illustrates the effective albedo for each band during 
the period of maximum solar irradiance. The visible 
albedo shows a rapid, but limited decay following a 
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snowfall, while the near-infrared albedo shows a rapid, Thermal Radiation 
significant decay following a snowfall. 

Net solar radiation was computed from the modeled 
albedos and measured irradiances for two sites in the 
Emerald Lake watershed. Figures 9.4 and 9.5 present 
these results for daily averages at both the ridge and 
lake sites. As shown in Table 9.2, near-infrared irradi­
ance represents 53% of the total solar irradiance at the 
ridge site, and 60% of the total at the lake site. How­
ever, it represents 85% of the net solar input at the 
ridge and 89% at the lake site. In early winter, the 
ridge site receives more solar irradiance than the lake 
site, but by early spring they are about the same, and by 
late spring the lake site is receiving significantly more 
solar radiation than the ridge. Large solar zenith 
angles during winter cause the lake site to be shadowed 
for a significant part of the day, but in spring the sun is 
higher in the sky, and this shadowing is reduced. 

Figure 9.6 shows hourly average solar irradiance for 
a diurnal cycle in mid-December and mid.June. In 
December the sun at the lake site "rises" about 1 hour 
later than at the ridge site and "sets" about 2 hours ear­
lier. By June these differences are halved. Because the 
watershed is a bowl-shaped cirque, it acts as a reflector 
to scatter solar radiation down toward the lake site. 
The mid-day maximum solar irradiance is greater at the 
lake site in both December and June. Scattering by 
snowcovered adjacent terrain contributes to the slightly 
larger total and near-infrared contribution at the Lake 
site during the spring melt season. Shadowing in the 
early morning and late afternoon at the lake site 
reduces the daily input of visible light more than the 
near-infrared. 

The surrounding slopes have low solar incidence 
angles during the most of the day. Both visible and 
near-infrared irradiance are increased, but the near­
infrared increase is larger because increase in near­
infrared albedo is greater at low incidence angles than 
is the visible albedo. For an unobstructed site, the 
increase in albedo at low sun angles (early morning, and 
late afternoon) has little effect on the radiation budget, 
because the irradiant energy at those times is small. 
This is not true when the albedo increase occurs during 
mid-day when solar irradiance is large. The contribu­
tion of radiation scattered from adjacent terrain at the 
lake site is large enough to overcome shadowing during 
spring when sun angles are high, and most of the sur­
rounding slopes are snowcovered. Figure 9. 7 shows 
hourly average net solar radiation, and net visible and 
near-infrared radiation at both sites for the same diur­
nal periods in December and June. There is no real 
difference in the maximum visible net radiation 
between the two sites at either time. It is the shorter 
sunlit period at the lake site that causes the difference. 
The maximum net near-infrared radiation is greater at 
the lake site at both times, but the much shorter sunlit 
period at the lake site in winter causes the integral to 
be smaller. In spring, the difference in the illuminated 
periods is reduced and the mid-day increase in the 
near-infrared at the lake site increases, so that the 
integral at the lake site is slightly larger. 

Thermal radiation (effectively 3.5 to 50 µm) is 
absorbed and emitted without appreciable scattering 
[Paltridge and Platt, 1976]. Because net thermal radia­
tion is a function of the absolute temperature of its con­
stituents, the assumption is made that spectral varia­
tions are minimal. This simplifies the measurement of 
thermal irradiance and the calculation of the net ther­
mal radiation by eliminating spectral considerations 
and allowing the use of broad band emissivities for the 
snow surface and surrounding terrain. As explained by 
Marks and Dozier [1979], in an alpine region the net 
thermal radiation at the surface is a function of the sur­
face temperature and thermal properties, atmospheric 
conditions, and terrain effects. If thermal irradiance is 
measured, net thermal radiation is: 

Rn. ,lw = I,.,, - (e. aT. 4) ( 66) 

where: 

Rn.,lw = net thermal radiation (Wm-2), 

11.,, = thermal irradiance (W m-2), 

£. = surface emissivity (=0.99), 
a = Stefan-Boltzmann Constant (5.6697 x 10-s 
Wm-2 K-1), 

T. = surface temperature (K). 

Considerable effort has gone into modeling thermal 
irradiance from the atmosphere, with most of this work 
concentrating on estimating atmospheric emissivity 
under clear sky conditions [e.g., ldso and Jackson, 1969; 
Marks and Dozier, 1979; Satterlund, 1979; ldso, 1981; 
Kimball et al., 1982]. In addition to estimating atmos­
pheric emissivity, Marks and Dozier [1979] allow for 
calculation of longwave radiation over an area, by 
accounting for terrain effects and for variations in 
atmospheric emissivity with air pressure as a function 
of elevation. Cloud cover will cause marked increased 
in thermal irradiance at the snow surface and, as for 
solar radiation, this effect in not easily modeled. Ther­
mal radiation is generally a stable function and does not 
vary much over an area the size of the Emerald Lake 
watershed. Measured values at a few points effectively 
characterize thermal irradiance, incorporating the effect 
of cloud cover. 

Thermal exitance is a function of the snow surface 
temperature and emissivity. The emissivity of snow is 
0.988-0.990 for all grain sizes above r = 75µm; for fine­
grained snow, r = 50µm, the emissivity drops slightly to 
0.985 [Dozier and Warren, 1982]. 

If the full energy budget is calculated, the surface 
temperature can be derived, but these calculations are 
not possible at this time for an entire snow season at a 
one hour time step. Snow surface temperature was 
estimated using the method discussed in a previous sec­
tion. It is recognized that these estimates may be 
incorrect during some conditions, especially periods 
when winds are light or calm, and radiative heating or 
cooling that would be expected to occur cannot be 
accounted for by this simple model. It is important to 
note, however, that the calculation of thermal exitance 
requires the Kelvin temperature, so that even a modest 
error in surface temperature will not have a significant 
effect on the result. Measured surface temperatures 
suggest that errors in the estimate of snow surface tern-
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perature are seldom larger than 1 °C. If the true snow 
surface temperature is -5.0°C and the modeled surface 
temperature is in the range of -10.0 to 0.0°C, the error 
in the calculated thermal exitance will be no larger than 
about 2owm-2, or 6.5%. 

Thermal exitance, and net thermal radiation were 
calculated for hourly averages of measured thermal 
irradiance and modeled surface temperature. Figure 
9.8 presents these results for daily net thermal radia­
tion. Net thermal radiation tends to have a cooling 
effect on the snowcover throughout the season. It can 
be very negative during the early and mid-winter, and 
then tends to small negative values or zero during 
spring and melt. 

Net All-wave Radiation 

Net all-wave radiation is the sum of net solar and net 
thermal. Figures 9.9 and 9.10 present daily means for 
the ridge and lake sites during the 1986 snow season. 
Table 9.3 shows the monthly total input for each com­
ponent of the radiation balance at the two sites. Ther­
mal and solar radiation make up approximately equal 
parts of the radiation balance. If the October and 
August totals were included the difference between net 
solar and net thermal would be closer to zero. Radia­
tion is slightly more important at the lake site than at 
the ridge, but the two sites are about the same 
throughout the snow season. Early in the snow season 
the radiation budget is dominated by thermal radiation, 
but during melt solar radiation predominates. The 
ratios of one to the other are almost exactly reversed 
between November and July. April is the cross-over 
month with solar and thermal radiation almost exactly 
balancing each other. 

9.2. Turbulent Tran sf er at the Snow Sudace 

Turbulent energy exchange at the snow surface is 
second only to radiation in importance during the snow 
season. The turbulent transfer of momentum, heat, and 
water vapor at the snow surface are the most compli­
cated forms of energy exchange, and are not easily 
measured in a natural environment. The data required 
to calculate them are difficult to measure at a point, and 
they have a highly stochastic distribution over a topo­
graphic surface. Yet not only does significant energy 
transfer occur by turbulent exchange, but in the Sierra 
Nevada significant mass loss can occur • by these 
processes [Beaty, 1975; Stewart, 1982; Davis et al., 
1984]. Therefore the calculation of turbulent exchange 
at the snow surface should be as accurate as possible. 

Several tractable approaches to calculating sensible 
and latent fluxes have been presented [Sellers, 1965; 
Businger, 1973; Fleagle and Businger, 1980; Brutsaert, 
1982]. Andreas et al. [1979, 1984] developed a tech­
nique for calculation of turbulent transfer over snow 
and ice in the Arctic and Antarctic, and Stewart [1982] 
presented a method for use over an alpine snowcover. 
For the general case of bulk transfer near the snow sur­
face: 

(67) 

and 

L

where: 

H =sensible heat exchange (Wm-2), 

LuE = latent heat exchange (Wm-2), 

p = air density (kgm--a), 
CP = specific heat of dry air, constant pressure 
(1005 J kg-1 K-1), 

KH,Kw = heat and water vapor bulk transfer 
coefficients, 
T., Ta = sutface and air potential temperatures (K), 

11 = latent heat of vaporization (~2.5x106Jkg-1), 

q., q = specific humidities at surface and in the air. 

The problem is that KH and Kw are difficult to estimate 
and may vary significantly in both time and space. 
They are functions of surface temperature and air tem­
perature, the humidity of the air, the wind field, and the 
surface roughness over the watershed. 

The magnitude of H and LuE can be large over a 
snow surface and can have a significant effect on the 
energy budget of the snowcover. Stewart [1982] 
developed a point model based on the Businger-Dyer 
simplification of the eddy transfer equations [Fleagle 
and Businger, 1980]. Using this model and measure­
ments of vapor stress and snow ablation from the Mam­
moth Mt. snow study plot, he showed that as much as 
25% (0.65mH2Om-2) of the mass of the snowcover was 
lost to sublimation during May, 1981. While this 
volume of water loss in one month may be extreme, 
measurements from the same site over several years 
indicate that it is common to lose that much or more 
SWE to sublimation during the snow season. 

An improvement over the method tested by Stewart 
for calculating sensible and latent heat, and mass fluxes 
is adapted from Brutsaert [1982]. The usual condition 
for data collection at a remote site is that only one 
measurement is available for air temperature, humi­
dity, and wind speed, and that these may not all be at 
the same height above the surface. (In fact, the height 
above the snow surface will be continually changing as 
the snowcover accumulates and ablates.) Air tempera­
ture Ta is measured at height zr, specific humidity q 
which can be calculated from vapor pressure at zq, and 
wind speed u at zu. The equations to be solved are: 

Obukhov stability length: 

u.3 p 
(69)

L = _k_g....,[_T._aH_C_p_+_0_.6_1_El..-

Friction velocity: 

(70) 

Sensible heat flux (positive toward the smface): 

H = (Ta -T5 )au k u.p CP 

In[ ZT:.d·] -w,,[1] 
(71) 

Mass flux (positive toward the surface): 

(72)(68) 

= ln(:•:?r-::[tJE 
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The other variables are: 
aH, aE = ratio of eddy diffusivity and viscosity for heat 

and water vapor; while there is some uncertainty 
associated with the value of these dimensionless 
ratios, Brutsaert suggests aH = ag = 1.0; 

k = von Karman's constant (dimensionless); k =0.40; 
g = acceleration of gravity (9.80616 m s-2); 

d 0 = zero-plane displacement height (m); Brutsaert sug­
gests d 0 = (2/3) 7.35 z 0; 

z 0 = surface roughness length (m); For snow, which is 
fairly smooth, z 0 ranges from 0.0001 to 0.005 m, 
though if local vegetation cover and terrain features 
are considered, the value could be much higher. 

The v-functions, 'If,,.. for mass, "'"' for heat, and 'If.., for 
water vapor, are: 

Stable (~ = ~ > 0): 

-~. 0<~1 
'l'sm(~) ='If..,(~)= 'lfs1a(~) = -~• ~l , ~. = 5 (73){ 

z
Unstable(~= L <0): 

X = (1 - ~u ~)1 
/ 

4 
, ~u = 16 (74) 

(75)v-=21n[ 1 ;x] +1n( 1 ;x•] 
1t

2 arctanx + 2 

(76)V,.CO= v.(0 =2 In[ 1 ;x•] 
The three most critical terms in the above equations 

are the wind speed u, the temperature difference 
between the air and the surface T0 -T,, and the humi­
dity difference between the air and the surface q -q,. If 
the wind speed goes to zero, u"', H, and E also go to 
zero. If the air and the surface are the same tern pera­
ture, H is zero, and if the humidity of the air and the 
surface are the same, E is zero. Turbulent transfer of 
heat and mass is controlled first by the magnitude of the 
wind speed, and then by the temperature and humidity 
gradients between the snow surface and the air. 

From the discussion of weather conditions in the 
Emerald Lake basin during the 1986 snow season we 
know that while the lake site is significantly less windy 
than the ridge site, there is seldom a long duration 
period of calm conditions at either site (Figure 6.6). 
Except under very cold, calm conditions or during 
storms, the vapor pressure of the air is always less than 
that of the snow surface (Figure 6.5). As long as the air 
temperature is less than 0.0°C, snow surface tempera­
ture will track air temperature, so it is unlikely that the 
ternperature difference between the two can be very 
large. However, once the air temperature is above 
0.0°C, the snow surface is constrained to be 0.0°C or 
less, and the temperature difference can increase in 
magnitude. This is particularly important during 
spring of the 1986 snow season when air temperatures 
remained above freezing throughout the diurnal period 
from ear]y May on (Figure 6.1 ). 

The magnitudes oflatent heat and mass flux and sen­
sible heat flux are controlled by the wind speed, and 
therefore will be smaller at the lake site than at the 
ridge. The direction (positive toward, negative away 
from the surface) of these fluxes is controlled by the sign 
of the temperature and humidity difference between the 
air and the snow surface. Latent heat and mass flux are 
therefore constrained by the data to be negative at both 
the ridge and lake sites throughout the year. Sensible 
heat flux will be mostly positive at both sites 
throughout the year and always positive during spring 
once the air temperature does not go below freezing at 
night. 

Figure 9.11 presents daily averages of calculated sen­
sible and latent heat transfer for the ridge and lake 
sites during the 1986 snow season. As expected, the 
magnitude of turbulent exchange was larger at the 
ridge than at the lake, and in general, latent transfer is 
away from, and sensible transfer is toward the snow 
surface. What is striking about these calculations, is 
that the latent and sensible transfers tend to mirror 
each other most of the time. 

For both to be negative the air must be both colder 
and less humid than the snow surface. This condition 
occurs occasionally during winter, but does not persist 
as the snow surface either cools to the air temperature 
or the air temperature increases during a diurnal cycle. 
It almost never occurs during spring in Emerald Lake 
watershed. In a warm alpine environment, like the 
Emerald Lake watershed, above-freezing air tempera­
tures are likely during part of the day throughout the 
snow season (Figure 6.1 ), and as shown in Figure 6.3, 
very cold temperatures tend to occur during periods of 
low wind speeds. The air temperature did not go below 
freezing at either site after early spring during 1986. 

For both to be positive, the air must be warmer and 
more humid than the snow surface. These conditions 
occurred very infrequently during the 1986 snow sea­
son, as shown by the indicated surface condensation 
events in Figure 6.5. When they did it was either dur­
ing a storm or during very cold, calm conditions. A 
warm rain event during spring would be an extreme 
case of combined positive turbulent transfer at the snow 
surface. This did not occur during the 1986 snow sea­
son, and even when it does, it is usually a short­
duration event. 

Over time, the magnitudes of sensible and latent heat 
transfer over a snow surface are of opposite sign, and 
their sum tends to minimize their effect on the overall 
snow surface energy budget. This sum, designated "net" 
turbulent transfer, shown as daily means in Figure 9.12 
illustrates the overall effect of turbulent transfer at the 
snow surface during the 1986 snow season. 

The values of the coefficients aH, aE, k, do, and z 0 
used in the turbulent transfer calculations cannot be 
known precisely, though Brutsaert [1982] states that 
they can be estimated to within 10% of their true values 
from an evaluation of conditions at the data collection 
site. This uncertainty, however, will affect the magni­
tude but not the sign of the result. Thus, the sum of 
sensible and latent heat transfer should not be affected 
over a period of a day or more. Mass flux will be 
affected, however, because it is the result of latent 
exchange only. Calculations of mass flux are approxi-
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mations with an uncertainty of at least 10% over a time 
period of a day or less. Over a longer time period, this 
uncertainty should diminish. 

Table 9.4 summarizes turbulent heat and mass 
transfer during the 1986 snow season. Over the snow 
season, sensible (H) and latent (Lv E) heat transfer 
make up about equal parts of the net turbulent transfer 
(H +LvE) at both sites, though LuE is slightly favored. 
About 626m-2 of SWE sublimated at the ridge site, and 
about 487m-2 of SWE sublimated at the lake site during 
the 1986 snow season. Turbulent transfer is slightly 
more important at the ridge site than at the lake, but 
though the magnitudes of both H and Lv E are larger at 
the ridge throughout the snow season, differences in the 
net turbulent transfer are not large. Latent heat 
exchange dominates at both sites during winter, but is 
replaced by sensible heat transfer during spring melt. 
Though the magnitude of H during spring is larger 
than LuE during winter, LuE is also large during 
spring, unlike H during winter. The effect of H on the 
net turbulent exchange is therefore reduced. The cross­
over between negative and positive net turbulent 
exchange is made during May and June when H and 
LvE are about equal in magnitude. This is important 
because these were the months of maximum snow melt 
runoff generation during the 1986 snow season. Errors 
in the estimation of the magnitudes of Hand LuE dur­
ing this period would have minimal effect on calculation 
of snowmelt. 

9.3. Conducffon and Advected Heat Transfer to the 
Snowcover 

Both conductive and advective heat transfer tend to 
be small when compared to the seasonal energy balance 
of the snowcover. They can therefore be ignored or 
greatly simplified. One dimensional, steady-state heat 
flow in a homogeneous layer is: 

G =K aT (77)az 
where: 

K =thermal conductivity (J m-1 K-1 s-1), 

T = temperature (K), 
z = layer thickness (m). 

Because soil and snow temperature near their inter­
face are usually very similar, the calculation of heat 
transfer between them is based on the assumption that 
the two represent homogeneous layers in contact with 
each other. If we know the temperature, T,,no and T8 , of 
these layers, and estimate their thickness (usually the 
distance of the temperature measurement above and 
below the interfac;:e) heat transfer can be approximated 
by: 

G = 2Ka., Kg (T8 -T,,,1) 
(78)

Kq Za,l + ~t1,l Zg 

where: 

Kes ., , Kg = snow and soil layer effective thermal con­
ductivity (Jm-1 K-1 s-1), 

T11 ,1, T8 = snow and soil layer temperatures (K), 
z11 ,1 ,z8 = snow and soil layer thicknesses (m). 

The thermal conductivity of soil, Kg, is assumed 
essentially constant [Davis, 1980]; we use the value for 
a moist coarse sand (2.2J m-1 K-1 s-1) [Oke, 1978]. There 
are a variety of empirical methods for estimating the 
thermal conductivity of the snow as a function of den­
sity, summarized by Yen [1969] and more recently by 
Langham [1981]. ·The method described by Yen [1965], 
selected as most appropriate for use in the Emerald 
Lake basin, is used to compute thermal conductivity of a 
snowcover layer as a function of snow density Ps 
(kgm-3): 

K •. , = 3.2238x10-s p. 2 9) 

Because the air fraction of the snowcover is alway:3 at 
saturation, and the air fraction of soil is usually at 
saturation, vapor diffusion is estimated as a function of 
snow and soil temperature and air pressure. Both the 
snow and soil thermal conductivities K11 , 1 and Kg are 
corrected for vapor diffusion by adding a value th:- is 
based on their specific humidities q11 ,1 and qg, am ie 
calculated vapor diffusion coefficient for each. 1e 
effective diffusion coefficient for water vapor in snov. or 
a saturated, inorganic soil at 0.0°C and sea level air 
pressure De,o was determined experimentally by Yen 
[1965] to be around 10-sm-2 s-. Anderson [19";"6] 
developed the following relationship for determining the 
diffusion coefficient at other temperatures: 

D =D Po [ T11,l ] ,... (80) 
c e,O Pa Trrwlt 

where: 

Pa = air pressure (Pa), 
P O = sea level air pressure (101,342 Pa), 
T. ,l = snowcover layer temperature (K), 
Tmdt = melting temperature of ice (273.16K), 
nT = layer temperature exponent (=14). 

The temperature exponent was empirically determined 
by Anderson to be about 14. Because the temperature 
for a snow or soil layer is nearly always close or equal to 
273.16K during the snow season, and Pa is always equal 
to or less than the sea level value, precision of nr is not 
critical. The effective diffusion coefficient De is always 
small and relatively stable, varying from 1Q-5 down to 
around 0.5x10-6 m-2 s-1 for air pressure of 65kPa and 
snow temperatures between 273.16 and 250K. 

Thermal conductivities are adjusted for vapor tran­
sport by an empirical correction based on the effective 
diffusion coefficient; this is an empirical correction 
developed by Anderson [1976] and is not dimensionally 
correct: 

Ka,l = K,,,l + [Lu De qt1,l] (81) 

Kq =Kg+ [Lv De qg] (82) 

where: 

Ka,1JCea = effective thermal conductivities of snow 
and soil layers (J m-1 K-1 s-1), 

q,,,1 ,q8 = specific humidity of snow and soil layers. 

While the latent heat of vaporization or sublimation is a 
function of temperature, it is always large 
(>2.5x106 Jkg-1

), so this correction can have the effect of 
increasing the thermal conductivity of snow by a factor 
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of 10 or more. Under conditions found at Emerald Lake 
during spring of 1986: 

Ps = 600 kgm-a, 
Pa= 75kPa, 
T.,, • 273.16K, 
D, = 1.351xl0-5 m2 s-1, 

q. l = 4.847x10-3, 

Lu'=- 2.834x106 Jkg1, 

K.,z = 0.0116Jm-1 K-1 s-1 

K,.,, = 0.1971Jm-1 K-1 s-f. 
Though there is nearly a twenty-fold increase in the 
thermal conductivity of the snow when it is corrected for 
vapor diffusion this is still a very low conductivity; it is 
more than an order of magnitude lower that the 
uncorrected thermal conductivity of the soil 
(2.2 J m-1 K-1 s-1). The effective thermal conductivity of 
the soil Keg will also increase when corrected for diffu­
sion, but much less significantly. 

Heat transfer between the soil and the snowcover was 
computed for the ridge and lake sites for the 1986 snow 
season. Table 9.5 presents a summary of these calcula­
tions for the 1986 snow season. The flux is small and 
slightly positive during the snow season at both sites. 
The season totals represent an average flux less than 
3.0 Wm-2 at the ridge site, and less than 4.0 Wm-2 and 
the lake site. This flux is slightly larger at the lake site 
during winter than at the ridge, but by spring both sites 
are the same. From mid-March until the end of the 
snowcover the values are essentially zero at both sites. 
This is because liquid water percolation into the soil 
removes most of the temperature gradient. Davis 
[1980], utilizing a similar, but more detailed model at 
several sites in the alpine Sierra Nevada, got the same 
result because temperature gradients were always 
small. 

Table 9.5. Soil Heat Transfer Summ.aiy 
Monthly Totals (MJ m-2) 

Emerald Lake Watershed, 1986 Snow Season 

Month Ridge Lake 
November 17.15 21.93 
December 13.53 20.45 
Januaiy 10.28 15.14 
Fcbruaiy 8.67 11.86 
March 6.00 8.46 
April 3.97 4.46 
May 2.61 2.77 
June 1.46 1.47 
July 1,~3 ....a&! 
Total 68.6 90.23 

Advected heat transfer at the snow surface occurs 
when mass, in the form of precipitation (rain or snow), 
is added to the snowcover. If there is a difference 
between the added precipitation and the snowcover, the 
energy transfer (J m-2) is a function of the mass added, 
and the magnitude of the temperat~re difference: 

M = CP..JJ PPP Zpp [Tpp -Ts] (83) 

where: 

CP-P = specific heat of precipitation (Jkg-1 K-1), 

PPP = precipitation density (kgm-3), 
Zpp = precipitation depth (m), 

'£pp • average precipitation temperature (K), 
'l's= average snowcover temperature (K). 

Because the temperature difference is not likely to be 
large, the magnitude of advection is largely controlled 
by the mass of precipitation (ppp XZpp) deposited on the 
snow surface. Advection is treated as an event 
occurrence because no reliable data exist on deposition 
rates or conditions. The mean air temperature during 
the precipitation event is assumed to be the precipita­
tion temperature. If precipitation is warmer than the 
snowcover, M will be positive. 

Specific heat of a substance is the amount of energy 
required to change its temperature. Specific heat of 
both water and ice is a function of temperature. The 
specific heat of water at 273.16K is 421 7. 7 J kg-1 K-1, 

and the specific heat of ice is about half that of water. 
Specific heat of both ice and water can be approximated 
as a linear function of absolute temperature in the 
region from -25 to 25°C: 

Cp_u:e = 104.369+7.369Ta (84) 

(85) 

where: 

Cp_icc = specific heat of ice (Jkg-1 K-1), 

Cp_w = specific heat of water (J kg-1 K-1), 

Cp_w,mat = specific heat of water at 273.16K 
(4217.7 Jkg-1 K-1), 

Ta= ice temperature (K), 
T,,, = water temperature (K). 

Advection will be relatively small unless the tempera­
ture difference is large, which is not usually the case. 
Even rain-on-snow events tend to be at or very close to 
freezing temperatures. Heat transfer during rain-on­
snow is usually dominated by condensation rather than 
advection. 

Seventeen precipitation events were recorded during 
the 1986 snow season. Table 9.6 shows the advected 
heat and mass transfer for each of these. Mass flux is 
presented as a specific mass, or mass/area, which can be 
converted directly to m-2 liquid water. The total 
advected heat from all events is relatively small during 
the 1986 snow season. The direction of the transfer has 
no seasonal pattern, though most of the advected heat 
transfer occurred during the large volume events during 
February and March. 
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TABLE 9.6. Advected Heat and Mass Transfer 
Emerald Lake Watershed, 1986 Snow Season 

Event Date Advection Mass Flux 
(J m-2) (kgm-2) 

85/10/06 -16,929 16 
85/10/08 58,021 11 
85/10/21 239,216 38 
85/11/11 -194,142 118 
85/11/20 -48,188 115 
85/12/03 79,706 378 
85/12/11 21,812 35 
86/01/08 -418,172 152 
86/02/03 1,162,046 178 
86/02/06 -16,682 5 
86/02/18 5,756,722 826 
86/02/19 
86/03/19 

-553,888 
-1,782,649 

240 
427 

86/04/10 130,863 35 
86/04/16 -110,653 14 
86/05/04 -104,383 24 
86/05/07 -10,187 10 
Total 4,192,513 2622 

Table 9. 7 summarizes advected heat and mass 
transfer for the 1986 snow season, presenting monthly 
totals. (The November totals include heat transfer and 
mass flux from October.) Advection is always small, but 
it was largest during February when most of the 
season's precipitation occurred. The mass of precipita­
tion falling during a snow season will dominate the 
magnitude of advected heat transfer. That the 1986 
snow season was one of the largest on record makes it 
clear that the magnitude of this form of energy transfer 
will always be very small. 

Table 9.7. Advected Heat and Mass Transfer Summary 
Monthly Totals, Emerald Lake Watershed, 1986 Snow Season 

Month Advection Mass Flux 
(MJm-2) (kgm-2) 

November -0.24 298 
December 0.10 413 
January -0.42 152 
February 6.35 1249 
March -1.78 427 
April 0.02 49 
May -0.12 34 
June 0.00 0 
July 0 00 0 
Total 3.91 2622 

9.4. Snowcover Energy and Mass Balance 

The energy transfer terms discussed in previous sec­
tions determine the thermal condition and the ablation 
rates for the seasonal snowcover. The sum of the energy 
transfer terms is referred to as the energy balance, 
because in thermal equilibrium, all of these terms must 
sum to zero. When the snowcover is not in equilibrium, 
this sum determines the sign and magnitude of ~Q, the 
energy available to alter the thermal structure and 
mass of the snowcover. Negative ~Q indicates a cooling 
snowcover, while positive ~Q indicates warming. Once 
the snowcover has been warmed to the melting tem­
perature of ice (0.0°C or 273.16K) any additional input 

of energy must result in melt which will become runoff. 

Table 9.8 presents a summary of the energy and mass 
balance of the snowcover for the ridge and lake sites for 
the 1986 snow season. Table 9.9 presents a summary of 
the relative magnitudes of energy transfer and Table 
9.10 a summary of the relative magnitudes of mass flux 
at both sites. In general, 6Q is greater in magnitude 4t 
the ridge site throughout the snow season though this 
difference is not large. At both sites, the transition from 
a negative to a positive ~Q occurs in late April or early 
May. The critical terms in determining the energy 
budget are the net radiation, R , and net turbuler. ·.. 
transfer, H +LuE. The importance of energy transfer 
by conduction from the soil, G, is slightly greater at the 
lake site, but it is always small and is especially unim­
portant during spring melt. Advected energy transfer, 
M, has no significant effect on the magnitude of ~Q at 
either site. 

The absolute uncertainty of the energy transfer terms 
presented cannot be determined in the field. However, 
an estimate of the uncertainty is presented in Table 
9.11 for the critical parameters affecting the magnitude 
of each energy transfer term. Radiation and turbulent 
transfer each contribute about half of the uncertainty in 
the total energy balance. These estimates are for condi­
tions during snowmelt and are based on the the 
recorded data precision estimates presented in Table 
3.2. They represent the maximum range of variance 
that could occur for all terms considered. Uncertainty 
should diminish if averaged over a longer period, and it 
is likely that the comb.:nation of positive and negative 
errors in individual parameters would tend to cancel. 

Figure 9.13 presents daily average values for net all­
wave radiation and net turbulent energy exchange, 
which make up most of the energy budget at the ridge 
and lake sites. Figure 9.14 presents daily averages of 
the sum of all energy transfer terms at both the ridge 
and lake sites. It is noteworthy that the magnitude of 
the hourly averages of 6Q can be large (greater than 
±500 Wm-2), though the daily averages are seldom 
greater than ±200 Wm-2• The effect of these short term 
periods oflarge magnitude energy flux on the snowcover 
are masked when only longer term averages are con­
sidered. This is especially true during spring melt when 
significant melt may occur only during half of the diur­
nal cycle. 

Net radiation is greater in magnitude than net tur­
bulent transfer in all months, except March and April at 
the ridge site and April at the lake site. During winter 
(November through March), both net radiation and tur­
bulent transfer are negative, with the magnitude of net 
radiation being around 1.5- 2.0 times that of net tur­
bulent transfer at both sites. The transition from nega­
tive to positive occurs in April for net radiation, but not 
until May for net turbulent transfer. This causes the 
relative magnitude of turbulent transfer to be much 
larger, having a greater effect on the value of6Q during 
this period as the magnitude of net radiation is close to 
0.0. During the 1986 water year, most snowmelt and 
87% of the snowmelt runoff occurred during May, June, 
and July. During these months net radiation accounted 
for over 71% of the energy input at the ridge site and 
over 82% of the energy input at the lake site. While tur­
bulent transfer is important during snowmelt, radiation 
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dominates the energy budget, even at an exposed, windy 
site like the ridge. 

The mass balance presented is only an approximation 
to the true mass balance. Detailed information on the 
thermal condition and mass of the snowcover were not 
available for the entire season for these calculations. 
These calculations are presented as a verification of the 
energy transfer calculations. By the end of July, the 
snowcover had essentially ablated at both the ridge and 
lake sites. This is also predicted by the energy balance 
sum for the nine months for which data were available. 
While the calculations show that the snowcover should 
have ablated sooner at the ridge than at the lake, the 
difference is only 5%, which is well within the uncer­
tainty of these calculations. Pit data from the ridge site 
indicate that at maximum accumulation there were 
over 3.0 m of SWE there. Observations during the snow 
season indicate that this site received considerable re­
deposition of snow between storm events. Early season 
data, when snowboards were in place at both the ridge 
and lake sites, indicate that event deposition volumes 
were similar at both sites. After the large February 
storm, snowboard data were not available at the ridge 
site. The snow deposition volumes shown in the tables 
represent the best estimate of what the average deposi­
tion was at the two sites. 

Estimates of snowmelt runoff volumes are based on 
measured flow volumes from the outflow of Emerald 
Lake. This volume was subtracted from the monthly 
flow volumes at the outflow, and the residual was 
assumed to be snowmelt. Though the data indicate that 
the ridge and lake do not differ greatly in terms of 
energy transfer, we observed many locations in the 
watershed that either receive more energy early in the 
season, or remain colder longer into the spring. The 
s~owcover at these sites either ablated earlier or per­
sisted throughout the summer. This is reflected in the 
snowmelt runoff volumes, which show both initial melt 
occurring in March and April, and continuing into 
August and September. However, 87% of the snowmelt 
runoff occurred in May, June, and July, and these 
volumes correspond closely with the melt volumes calcu­
lated at the ridge and lake sites. 

This indicates that the calculated melt volumes are 
reasonable, even though they are based on generalized 
c~aracteristics of the snowcover and meteorologic condi­
tions. It also suggests that there is very little lag time 
between the generation of melt, the initiation of runoff, 
and the flow of water through the watershed. This is 
expected, given the small size of the watershed and the 
general lack of soils. The estimate of precipitation input 
volumes presented in the tables is intended as the best 
estimate of input volumes at the ridge and lake sites, 
and not as the average input over the watershed. Aver­
age input, based on measured snowmelt runoff volumes 
from Emerald Lake outflow for the 1986 water year, is 
1.55 m of SWE, which is significantly less than the 
2.622 m of SWE indicated for the. ridge and lake sites. 
Several things account for this discrepancy in addition 
to uncertainty in the measured lake outflow volume. 
Even at maximum snowcover, snow covered area was 
not 100%. Steep slopes and jagged ridges did not retain 
snow. These steep areas are also unlikely to retain the 
volume of SWE that flatter areas, like the ridge and 

lake sites do. Moreover, just as the ridge sites appeared 
to be a re-deposition site, many areas in the upper 
watershed are probably scour sites, losing much of their 
snowcover during wind events. All these processes are 
very difficult to quantify. 
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TABLE 9.1. Selected Studies of Climate, Energy Exchange, and Snowmelt 

Horton [1915) 

Collins [1934] 

Bernard & Wilson [1941] 

Church [1941] 

Wilson [1941a] 

Wilson [1941b] 

Miller [1950] 

Anderson [1956] 

USACE (1956] 

Discussion of the relationship between climatic conditions and the generation of snowmelt. 

Defined the "degree-day", and evaluated the utility of this parameter as an index to overall climatic condi­
tions. 

Presentation of a method for calculating the energy required to melt a volume of snow. 

Observations of the effect of climatic conditions on the generation of snowmelt. 

Discussion of the relationship between climate, energy exchange, and the generation of snowmelt. 

Description of the thermodynamics of snowmelt. 

Showed that air temperature could be used as an index: to climate and snowmelt in forested environments 
where solar radiation and wind were minimized. 

Showed that because forest cover reduced diurnal variation in surface climate and energy exchange, it had 
a strong influence on the generation of snowmelt. 

General discussion of all aspects of snow hydrology. Recognized that energy balance snowmelt calcula­
tions were more accurate in the alpine environment, but recommended statistical-index modeling of 
snowmelt because of limited climatic data availability. 

Anderson & Crawford [1964] Presentation of a computer modeling technique that could be adapted to either statistical-index or energy 

Anderson [1968] 

Pysklywec et al. (1968] 

Yen (1969) 

Bilello et al. [1970] 

Dunne & Black [1971] 

Outcalt [1972] 

Fohn (1973] 

balance calculations of snowmelt. 

Presentation of a set of equations that could be used to calculate the energy balance of the snowcover. 

Comparison of energy balance and temperature index calculations of snowmelt at an index plot. 

Detailed review of research efforts to measure or estimate the physical and thermal properties of snow. 

Presentation of results of several years of monitoring physical and thermal properties of the snowcover at 
a study site in the mountains of southern Alaska 

Snowcover energy balance calculations of snowmelt in a sparse, open forest. 

Presentation of a digital computer model of surface climate and energy balance. 

Energy balance calculations of short term melt and mass flux from a glacier snowcover. 

Bohren & Bnrkstrom [1974] Theoretical discussion of the optical properties of snow. 

de La Casi.nii{l974] 

Beaty [1975] 

Male & Gray [1975] 

Woo & Slaymaker [1975] 

Zuzel & Cox [1975] 

Anderson [1976] 

Dunne et al. [1976] 

Price & Dunne (1976] 

Obied & Rosse (1977] 

Granger & Male (1978] 

McKay & Thurtell [1978] 

Anderson [1979] 

Andreas ct al. [1979] 

Charbonneau et al. [1979] 

Colbeck ct al. [1979] 

Dozier & Outcalt [1979] 

Hendrie & Price [1979] 

Kuhn [1979] 

Male & Granger (1979] 

Marks & Dozier [1979] 

Obied & Harder [1979] 

Choudhury et al. [1980] 

Surface climate and energy transfer monitoring over snow in the French Alps. 

Observation of significant snowcover mass loss by direct sublimation from high elevation snowcover in the 
White Mountains of California. 

Discussion of the problems developing a physically based energy balance snowmelt model. 

Showed that because alpine streamflow responded to the variable distribution of snow a simple 
statistical-index could not adequately predict snowmelt runoff. To adequately model snowmelt runoff in 
small alpine watersheds, a more deterministic approach would be required. 

Evaluation of the relative importance of meteorological variables in estimating energy flux during 
snowmelt. 

Developed and tested an energy balance snowmelt model at a snow study site in northern Vermont. 

Discussion of climate, energy exchange, and snowmelt in the Canadian subarctic. 

Showed that in the sparse open forests of the subarctic radiation dominated the snowcover energy balance 
during melt because the trees reduced wind at the snow surface but there was not significant shading. 

Evaluation of the snowcover energy balance at an alpine site in the French Alps. 

Evaluation of climate, energy exchange, and snowmelt in the Canadian prairie. 

Energy flux monitoring and snowmelt calculations at a prairie site in Canada. 

Review of approaches to modeling snowmelt runoff and streamflow. Concluded that while energy balance 
models are sometimes more accurate their data requirements prohibit them from operational use. 

Discussion of turbulent heat transfer over snow and ice leads surrounded by open water in the Arctic. 

Discussion of the effect of forest cover on the energy balance and snowmclt runoff in the French Alp_s. 

General discussion of snow deposition, melt, and runoff, with emphasis on energy exchange. 

Simulation of the surface energy balance over rugged terrain using a digital elevation model (DEM) of the 
terrain structure. 

Energy balance snowmelt calculations under a deciduous forest. 

Monitored energy gradients used to compute heat transfer over a glacier. 

Presentation of energy and mass flux calculations for a snowcover in the Canadian prairie. 

Developed and tested a model of thermal radiation from clear skies distributed over rugged alpine terrain. 

Review of climate, energy exchange, and snowmelt in the mountains. 

Developed a numerical energy balance model of the thermal structure of a snowcover. 
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Davis [1980] 

Davis & Marks [1980] 

Dozier [1980] 

Frampton & Marks [1980] 

Warren & Wiscombe [1980} 

Wiscombe & Warren [1980] 

Braithwaite [1981] 

Charbonneau et al. [1981] 

Gray & Male [1981] 

Harstveit [1981] 

Langham [1981] 

Male & Granger [1981] 

Dozier & Warren [1982) 

Kuusisto [1982) 

Morris [1982] 

Munroe & Young [1982) 

Smith & Berg [1982) 

Stewart [1982) 

Warren [1982) 

Andreas ct al. [1984] 

Davis ct al. [1984] 

Olyphant [1984] 

Aguado [1985] 

Andreas [1986] 

Marks ct al. [1986] 

Morris (1986] 

Olyphant [1986a] 

Olyphant [1986b] 

Dozier & Marks (1987] 

Simulation of heat flow between snow and soil under conditions typical of the alpine Sierra Nevada. 

Discussion of instrumentation and measurement techniques used to monitor snow surface climate and 
energy exchange over at an alpine study site in the Sierra Nevada. 

Developed and tested a spectral model of solar radiation transfer over rugged alpine terrain. 

Investigation of the utility of estimating snow surface temperature from thermal satellite imagery. 

Developed a spectral model of snow albedo for snow contaminated by atmospheric aerosols. 

Developed a spectral model of snow albedo for pure snow. 

Discussion of the surface energy balance and glacial ablation. Air temperature could be used as an index 
to glacial ablation only when the energy balance was dominated by sensible heat exchange. 

Discussion of difficulty associated with modeling snowmelt runoff from alpine watersheds. Statistical 
index approaches are usually inadequate. 

Detailed discussion of all aspects of snow science. 

Discussion of monitoring and modeling snowmelt in western Norway. Energy balance approach is 
required if meteorological conditions are variable during snowmelt. 

Detailed review and discussion of measurement, calculation, and appropriate procedures for estimating 
physical and thermal properties of snow. 

Review of snow surface energy balance. 

Theoretically determined and verified the variation of snow surface emissivity with viewing angle. 

Comparison of statistical-index and energy balance snowmelt models to determine the conditions under 
which each is most appropriate. 

Discussion of the level of determinism and sensitivity to climatic variation for several snowmelt runoff 
models in use in Europe. 

Presentation of a single wavelength band solar radiation model for use in glacial basins, taking terrain 
structure into account. 

Description of climate, snow deposition and snowmelt in the Sierra Nevada. 

Presentation of an approach for calculation of turbulent transfer of heat and mass at the snow surface 
from a limited set of measurements. 

Review of optical properties of snow. 

Discussion of turbulent transfer calculations and determining surface roughness and drag coefficients 
under arctic conditions where large surface temperature differences exist over small distances. 

Description of instrumentation and measurement techniques used to monitor snow surface climate and 
energy transfer at an alpine study site in the Sierra Nevada. 

Investigation of the relationship between net solar radiation and snowmelt in rugged terrain in the Front 
Range of Colorado. 

Investigation of the snowcover radiation balance in a forest clearing in the central Sierra Nevada. 

Developed and tested a hygrometric technique for estimating snow surface temperature. 

Discussion of measurement strategy and description of instrumentation and measurement techniques 
used to monitor climate and energy exchange over a remote alpine watershed in the southern Sierra 
Nevada. 

Presentation of an energy balance snowmelt runoff model. 

Discussion of the effect of the terrain structure and the snow surface radiation balance during snowmelt in 
the Front Range of Colorado. 

Discussion of the effect of the terrain structure on the importance of thermal radiation to the snowcovcr 
energy balance. 

Presentation of a technique that allows correction of satellite imagery for terrain efTccts in rugged alpine 
areas. 
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TABLE 9.2. Solar Radiation Summary 
Monthly Totals (MJ m-2), Emerald Lake Watershed, 1986 Snow Season 

Net Solar (MJ m-2):Solar Irradiance (MJ m-2): 

Month I~ 
(.28-2.8 

Ridge Site 

Nov 250.26 119.24 48 131.02 52 58.4 6.81 12 51.59 88 
Dec 217.91 103.17 47 114.74 53 49.54 6.05 12 43.49 88 
Jan 245.3 115.38 47 129.92 53 58.05 5.05 9 53.00 91 
Feb 251.99 125.83 50 126.16 50 55.83 5.44 10 50.39 90 
Mar 350.92 179.53 51 171.39 49 90.36 12.19 13 78.17 87 
Apr 573.09 275.77 48 297.32 52 163.42 19.96 12 143.46 88 
May 717.71 340.49 47 377.22 53 227.36 34.21 15 193.15 85 
Jun 891.05 406.82 46 484.23 54 341.61 54.98 16 286.63 84 
Jul 814.19 376.39 46 437.80 54 314.47 52.04 17 262.43 83 

Total 4312.42 2042.62 47 2269.8 53 1359.04 196.73 15 1162.31 85 

Lake Site 

Nov 210.28 88.71 42 121.57 58 52.64 4.26 8 48.38 92 
Dec 191.33 82.10 43 109.23 57 44.87 3.62 8 41.25 92 
Jnn 217.09 91.71 42 125.38 58 56.17 4.32 8 51.85 92 
Feb 254.03 104.76 41 149.27 59 65.95 4.83 7 61.12 93 
Mar 449.96 181.24 40 268.72 60 134.52 11.43 9 123.09 92 
Apr 628.03 253.71 40 374.32 60 198.84 18.43 9 180.41 91 
May 786.31 318.09 40 468.22 60 266.55 30.02 11 236.53 89 
Jun 874.45 338.11 39 536.34 61 368.56 46.84 13 321.72 87 
Jul 827.6 320.91 39 506.69 61 352.87 45.39 13 307.48 87 

Totnl 4439.08 1779.34 40 2659.74 60 1540.97 169.14 11 1371.83 89 

TABLE 9.3. Net All-Wave Radiation Summary 
Monthly Totals (MJ m-2), Emerald Lake Watershed, 1986 Snow Season 

Month R,. R,.,so1. %ofR,. Rn.lw %ofR,. 
(.28-50~m) (.28-2.8~) (3.5-50~m) 

Ridge Site 

Nov -188.11 58.4 19 -246.51 81 
Dec -270.82 49.54 13 -320.36 87 
Jan -197.81 58.05 18 -255.86 82 
Feb -183.11 55.83 19 -238.94 81 
Mar -78.93 90.36 35 -169.29 65 
Apr -16.45 163.42 48 -179.87 52 
May 68.67 227.36 59 -158.69 41 
Jun 214.4 341.61 73 -127.21 27 
Jul 225.12 314.47 78 -89.35 22 
Total -427.04 1359.04 43 -1786.08 57 

Lake Site 

Nov -139.39 52.64 22 -192.03 78 
Dec -261.86 44.87 13 -306.73 87 
Jan -199.44 56.17 18 -255.61 82 
Feb -174.72 65.95 22 -240.67 78 
Ma.r -90.85 134.52 37 -225.37 63 
Apr 7.24 198.84 51 -191.60 49 
May 95.34 266.55 61 -171.21 39 
Jun 232.62 368.56 73 -135.94 27 
Jul 249.07 352.87 77 -103.80 23 

Total -281.99 1540.97 46 -1822.96 54 
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TABLE 9.4. Turbulent Transfer Summary 
Monthly Totals, Emerald Lake Watershed, 1986 Snow Season 

Month Net H %ofNet %ofNet Mass Flux L"E 
(H +L1,1.E> (MJm-2) (MJm-2) (kgm-2) 

Ridge Site 

Nov -118.54 27.18 16 -145.72 -84 -51.24 
Dec -69.69 1.09 2 -70.78 -98 -24.71 
Jan -160.97 17.54 9 -178.51 -91 -61.31 
Feb -114.19 20.00 13 -134.19 -87 -54.29 
Mar -143.32 32.08 15 -175.40 -85 -61.31 
Apr -156.41 70.48 24 -226.89 -76 -83.27 
May -22.19 175.45 47 -197.64 -53 -64.66 
Jun 85.57 290.76 59 -205.19 -41 -73.20 
Jul 110.32 302.06 61 -191.74 -39 -64.05 
Aug 110.43 351.61 59 -241.18 -41 -87.54 
Total -478.99 1288.25 42 -1767.24 58 -625.58 

Lake Site 

Nov -72.72 20.80 18 -93.52 -82 -33.86 
Dec -155.03 54.73 21 -209.76 -79 -73.20 
Jan -141.05 43.40 19 -184.45 -81 -64.36 
Feb -73.59 17.74 16 -91.33 -84 -35.69 
Mar -73.07 48.21 28 -121.28 -72 -43.01 
Apr -86.44 39.77 24 -126.21 -76 -46.06 
May -10.69 131.74 48 -142.43 -52 -49.41 
Jun 55.83 241.93 57 -186.10 -43 -65.88 
Jul 60.00 182.48 60 -122.48 -40 -39.96 
Aug 84.32 183.83 65 -99.51 -35 -35.69 
Total -412.44 964.63 41 -1377.07 59 -487.12 
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TABLE 9.8. Snowcover Energy and Mass Balance Summary 
Monthly Totals, Emerald Lake Watershed, 1986 Snow Season 

Month Energy Transfer (MJ m-2) Mass Flux (kgm-2) 

Rn. H+LvE G M ~Q Es qmat [ppp XZpp] 

Ridge Site 

Nov -188.11 -118.54 17.15 -0.24 -289.75 -51.2 0.0 298 
Dec -270.82 -69.69 13.53 0.10 -326.88 -24.7 0.0 413 
Jan -197.81 -160.97 10.28 -0.42 -348.92 -61.3 0.0 152 
Feb -183.11 -114.20 8.67 6.35 -282.29 -54.3 0.0 1249 
Mar -78.92 -143.32 6.00 -1.78 -218.02 -61.3 0.0 427 
Apr -16.45 -156.42 3.97 0.02 -168.87 -83.3 0.0 49 
May 85.63 -22.19 2.61 -0.12 65.93 -64.7 -197.6 34 
Jun 214.41 85.57 1.46 0.00 301.44 -73.2 -903.6 0 
Jul 225.12 110.32 4.93 0.00 340.37 -64.1 -1020.3 0 

Total -538.1 -2121.5 2622 

Lake Site 

Nov -139.39 -72.72 21.93 -0.24 -190.42 -33.9 0.0 298 
Dec -261.52 -155.03 20.45 0.10 -396 -73.2 0.0 413 
Jan -199.43 -141.05 15.14 -0.42 -325.76 -64.4 0.0 152 
Feb -174.24 -73.59 11.86 6.35 -229.62 -35.7 0.0 1249 
Mar -90.94 -73.07 8.46 -1.78 -157.33 -43.0 0.0 427 
Apr 6.83 -86.44 4.46 0.02 -75.13 -46.1 0.0 49 
May 101.71 -10.69 2.77 -0.12 93.66 -49.4 -280.8 34 
Jun 232.62 55.83 1.47 0.00 289.93 -65.9 -869.l 0 
Jul 249.06 60.00 3.69 0.00 312.75 -40.0 -937.5 0 
Total -442.4 -2087.4 2622 
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TABLE 9.9. Snowcover Energy Balance Summary TABLE 9.11. Estimated Parameter Uncertainty 
Monthly Percentages, Emerald Lake Watershed Melting Conditions, Emerald Lake Watershed, Spring 1986 

1986 Snow Season 
Parameter Uncertainti 

Month Percent Energy Transfer 

Ridge Site 

RD H+L'J.E G M Radiation: R,,.,so1 
Rn.,lw 

R" 

±lOWrn-2 

±lOWm-2 

±20Wrn-2 

Nov 
Dec 
Jan 
Feb 
Mar 
Apr 
May 

58 
77 
54 
59 
34 
10 
78 

37 
20 
44 
36 
62 
88 
20 

5 
3 
2 
3 
3 
2 
2 

0 
0 
0 
2 
1 
0 
0 

lu 
]rii.r 

Pu 
Pnv 
lzw 
ts 
Ts 

±lOWrn-2 

±5Wrn-2 

±0.01 
±0.02 

±lOWm-2 

±0.001 
±0.01 °C 

Jun 
Jul 

71 
66 

28 
32 

1 
3 

0 
0 Turbulent 

Transfer: 
H 

L11 E 
±14Wm-2 

±6Wm-2 

Lake Site Ta ±0.4°C 

Nov 
Dec 
Jan 
Feb 
Mar 

59 
60 
56 
65 
52 

31 
35 
40 
28 
42 

10 
5 
4 
5 
5 

0 
0 
0 
2 
1 

Ts 
ea 
es 
u 
Zo 

±0.01 °C 
±25Pa 
±0.5Pa 

±0.5ms-1 

±0.0001 m 

Apr 
May 
Jun 

7 
88 
80 

88 
10 
19 

5 
2 
1 

0 
0 
0 

Conduction: G 

Tg 

±0.5Wrn-2 

±0.25°C 
Jul 80 19 1 0 Ts,l ±0.25°C 

Ps ±25 kgm-3 

TABLE 9.10. SnowcoverMass Balance Summary Advection: M ±0.1 wm-2 

Monthly Percentages, Emerald Lake Watershed 
1986 Snow Season 1P 

s 

±0.5°C 
±0.25°C 

Percent Mass Flux 
Ppp 
zPP 

±25 kgm-a 
±0.02m 

Month 
Nov 

Precie 
11 

Snowmelt 
Runoff 

0 

Ridge Site 
Evae Melt 

-2 0 

Lake Site 
Evae Melt 

-1 0 

Energy 
Balance: ~Q ±40.5Wm-2 

Dec 16 0 -2 0 -3 0 
Jan 6 0 -2 0 -2 0 
Feb 48 0 -2 0 -1 0 
Mar 16 -1 -2 0 -2 0 
Apr 2 -5 -3 0 -2 0 
May 1 -23 -3 -8 -2 -11 
Jun 0 -38 -3 -35 -3 -33 
Jul 0 -26 -2 -39 -2 -36 
Total 100 -83 -21 -81 -17 -80 
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Figure 9.1. Two-band albedo model [after Marshall and Warren, 1987] showing albedo decay with grain growth and
cosine of solar zenith angle. 
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Figure 9.2. Computed vs. measured albedo, two-band (visible: 280 to 700 nm, near-infrared: 700 to 2800 nm) albedo 
model. Upper curve is visible, lower curve is near-infrared. Smooth curves are modeled, irregular are measured. Each 
period begins at the end of a snow deposition event. Irregularities in the measured albedos at the beginning of each 
period are caused by cloud cover and continued snowfall. Flat regions in the measured albedo curves are caused by sha­
dowing during the measurement process. Data from Mammoth Mt. snow study plot, 1986 snow season. 
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F1gure 9.3. Computed two-band albedo, Emerald Lake watershed, 1986 snow season. Width of each function represents 
magnitude of diurnal increase in albedo with increase in solar zenith angle. 
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Figure 9.4. Daily average net visible (R,.,u) (280-700 nm) and near-infrared (R,.,,w-) (700-2800 nm), and net solar radia­
tion (R,.,sol) (280-2800 nm), ridge site, Emerald Lake watershed, 1986 snow season. 
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Figure 9.5. Daily average net visible (Rn,v) (280-700 nm) and near-infrared (Rn,,ur) (700-2800 nm), and net solar radia­
tion (Rn.sol) (280-2800 nm), lake site, Emerald Lake watershed, 1986 snow season. 
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Figure 9.6. Typical hourly solar irracliance (].,,) (280-2800 nm), one diurnal cycle, during winter (mid-December) and 
spring (mid-June) at the ridge and lake sites, Emerald Lake watershed, 1986 snow season. Hourly values shown were 
averaged over a 10-day period. 
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Figure 9.7. Typical hourly net solar (R 11 ,.,,) (280-2800 nm) radiation, and net visible CRn, 11 ) (280-700 run) and near­
infrared (R,._n.ir) (700-2800 nm) radiation, one diurnal cycle, during winter (mid-December) and spring (mid-June) at the 
ridge and lake sites, Emerald Lake watershed, 1986 snow season. Hourly values shown were averaged over a 10-day 
period. 
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Figure 9.8. Daily average thermal radiation (3.5-50 µm) radiation -irradiance {Iz,,, ), exitance (Es,iw), and net (R11 ,z.), at 
the ridge and lake sites, Emerald Lake watershed, 1986 snow season. 
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Figure 9.9. Daily average net all-wave radiation (Rr1), and net solar (R11 .so1) (0.28-2.Sµm) and net thermal (Rr1,z,,,) 
(3.5-50 µm) radiation at the ridge site, Emerald Lake watershed, 1986 snow season. 
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Figure 9.10. Daily average net all-wave radiation (R,.), and net solar (R,.,.) (0.28-2.8µ.m) and net thermal (R",z.,,)
(3.5-50 µm) radiation at the lake site, Emerald Lake watershed, 1986 snow season. · 
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Figure 9.11. Daily average turbulent transfer (H and L 11 E), ridge and lake sites, Emerald Lake watershed, 1986 snow 
season. 
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Figure 9.12. Daily average "net" turbulent transfer (H +LuE), ridge and lake sites, Emerald Lake watershed, 1986 snow 
season. 
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Fi1:,:rure 9.13. Daily average net radiation and "net" turbulent transfer, (R11 and H +LuE) for the ridge and lake sites, 
Emerald Lake watershed, 1986 snow season. 
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Figure 9.14. Daily average sum of all energy transfer terms (R11 +H +LuE +G +M) for the ridge and lake sites, Emerald 
Lake watershed, 1986 snow season. 
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10. Modeling Snowmelf At a Point 

As discussed in the previous chapter, the energy bal­
ance of a snowcover is expressed: 

(86) 

where all quantities have units ofWm-2 

t:.Q = Change in snowcover energy, 
Rn. = Radiant energy flux, 
H = Sensible energy flux, 
LuE = Latent energy flux, 
G = Heat flux by soil conduction, 
M = Heat flux by advection 

In equilibrium t:.Q = O; once the entire snowcover is 
isothermal at 0.0°C, positive values of t:.Q must result 
in melt. 

In the previous chapter, each of the energy transfer 
terms has been evaluated in detail. The energy transfer 
terms were summed and the overall energy budget was 
examined to evaluate its effect on the mass balance of 
the seasonal snowcover. This analysis allowed evalua­
tion of the relative importance of each form of energy 
transfer in the complex snowmelt process. This is the 
limit of this type of analysis, however, because little 
information on the actual physical and thermal condi­
tion of the snowcover has been included. The interac­
tion between each type of energy exchange, and with 
the snowcover must also be accounted for. For a more 
detailed evaluation of energy transfer and snowmelt, an 
energy balance snowmelt model has been developed so 
that each of the energy transfer processes previously 
discussed can be combined with more detailed informa­
tion on the physical and thermal structure of the snow­
cover, to account for internal thermal and mass transfer 
processes. This snowmelt model is designed as a tool to 
allow analysis of the sensitivity to errors in the input 
data and simplifying assumptions of predicted snowmelt 
volumes. This model is an energy balance model of the 
snowcover and snowmelt at a point, but it will define 
the type and complexity of the model required to predict 
the distribution of snowmelt volume over a watershed. 

The thermodynamics of snowmelt have been under­
stood for many years. An early discussion of the 
environmental mechanisms causing snowmelt was 
presented by Wilson [1941a], a description of the ther­
modynamics of these by Wilson [1941b], and a tech­
nique for calculating snowmelt by Bernard and Wilson 
(1941]. The U. S. Anny Corps of Engineers [USACE, 
1956] did a careful evaluation of energy transfer and 
snowmelt using 10 to 15 years of data from several sites 
in the Sierra Nevada, concluding that energy transfer 
measurements and calculations could accurately predict 
snowmelt volumes. They did not feel at the time, how­
ever, that it was feasible to monitor energy transfer for 
any length of time, due to its complexity, and therefore 
recommended the temperature-index. method for model­
ing snowmelt. Anderson and Crawford [1964] developed 
a computational approach that could be used for either 
statistical or energy balance snowmelt calculations, and 
Anderson (1968] tested a set of equations in an energy 
balance snowmelt model. This model gave good results 
during periods of active melt at an open forested site in 
the central Sierra Nevada. 

Further testing of energy balance calculations of 
snowmelt was done by Pysklywec et al. [1968] who com­
pared temperature-index and energy balance calcula­
tions of snowmelt, finding that in most cases the energy 
balance approach was more accurate. Dunne and Black 
(1971] did energy balance snowmelt calculations in a 
sparse open forest, finding that net radiation was the 
dominant input. Fohn (1973] used the energy balance 
approach to predict short term melt and mass flux from 
a glacier snowcover, and de La Casiniere, (1974] moni­
tored energy transfer over snow in the French Alps, also 
concluding that net radiation provided the dominant 
input. Kuhn (1979] evaluated methods to compute the 
energy budget of a glacier. Anderson (1976] presented a 
detailed energy balance snowmelt model, using several 
years of data from a well instrumented plot in the 
Sleepers River Experimental Watershed, Vermont, to 
test and verify its accuracy. Though this model reliably 
predicted snowmelt and runoff for a variety of condi­
tions, Anderson concluded its input requirements were 
too complex and could not be easily satisfied by existing 
data collection networks. He felt that working to 
improve more conventional statistical snowmelt models 
would be a more productive endeavor [Anderson, 1979]. 

Dunne et al. [1976] investigated energy budget com­
putations and snowmelt in the subarctic, finding that 
the approach gave accurate results and that net radia­
tion was the most important energy transfer term dur­
ing snowmelt. Price and Dunne (1976] got similar 
results at the same subarctic site, finding that in sparse 
forest cover, wind was reduced, effectively eliminating 
turbulent transfer. Slope aspect largely controlled the 
rate of snowmelt because it determined the magnitude 
of net radiation. Hendrie and Price [1979] had similar 
findings using the energy balance approach to calculate 
snowmelt in a deciduous forest, where when the trees 
were without leaves, solar radiation would dominate the 
energy budget. Choudhury et al. [1980] developed an 
energy balance snowmelt model, but were unable to 
completely test it because of insufficient data. Energy 
balance computations were used to determine snowmelt 
rates at prairie sites by Granger and Male [1978], Male 
and Granger (1979], and McKay and Thurtell [1978]. 
These studies showed that the method was accurate and 
that radiation tended to be the most important input. 
McKay and Thurtell, however, found that the relative 
importance of radiation, sensible and latent energy 
transfer was highly variable depending on conditions. 
During transition periods, when winds tended to be 
strong and air temperature much colder than the sur­
face, turbulent transfer would replace net radiation as 
the dominant form of energy transfer. These conditions 
were, however, unlikely during spring melt. 

For the most part, the studies cited above have been 
restricted to relatively level, low elevation sites. 
Ground cover, such as trees, deciduous or evergreen, or 
crop stubble play an important role in controlling the 
relative magnitudes of energy transfer at such sites, 
rather than the terrain structure itself. Outcalt [1972] 
showed that the surface climate and the energy balance 
could be simulated using a digital computer model 
driven by relatively simple input data. Obied and Rosse 
(1977] evaluate energy transfer at an alpine site, and 
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Obled and Harder [1979] reviewed the snowmelt process 
in the alpine environment, giving particular attention to 
the effect of the terrain structure. Dozier and Outcalt 
[1979] showed that the energy balance could be simu­
lated over rugged terrain, and Morris [1982] presented a 
detailed discussion of the effect of terrain structure on 
energy transfer and snowmelt. 

Male and Granger [1981], in their review of energy 
exchange at the snow surface, concluded that the energy 
balance approach to modeling snowmelt, if reliable data 
were available, would allow accurate snowmelt compu­
tations that would be independent of site considera­
tions. Zuzel and Cox [1975] illustrated the inherent 
limitations to the temperature-index approach to model­
ing by showing that while air temperature may be 
correlated to energy flux, it cannot account for either 
temporal or spatial variability. Pysklywec et al. [1968] 
had similar findings, concluding that if meteorological 
conditions were variable during snowmelt, net radiation 
was a much better index to snowmelt than air tempera­
ture. All felt that snowmelt modeling could be improved 
by including more than air temperature in the calcula­
tions. Braithwaite [1981], however, found air tempera­
ture to be a useful index to snowmelt when the energy 
balance was dominated by sensible heat exchange. Har­
stvei t [1981] concurred with this finding, but pointed 
out that if meteorological conditions were variable dur­
ing snowmelt, the energy balance approach was much 
more effective in predicting snowmelt volumes. 

What is clear from the studies cited above is that if 
meteorological conditions and energy flux are relatively 
invariant during snowmelt, then the generation of melt 
water will be uniform, ahd a statistical approach to 
modeling snowmelt (like temperature-index) will be 
effective. However, under most circumstances, these 
conditions do not occur, particularly in an alpine 
watershed like Emerald Lake. Kuusisto [1982] points 
out that the most appropriate snowmelt modeling 
approach depends on both the site and the type ofresult 
required. At Emerald Lake, we know that meteorologi­
cal conditions vary over the watershed, and therefore 
expect the generation of melt water to also vary. To 
evaluate the effect of snowmelt runoff on chemical 
cycling through the watershed, we must know not only 
the melt water volume, but the location of its source 
area. Woo and Slaymaker [1975] noted that in an 
alpine watershed, the source areas of snowmelt runoff 
were both spatially and temporally variable. Male and 
Gray [1975] point out that to develop an effective physi­
cally based snowmelt model, the model must be able to 
account for variability in both the terrain structure and 
energy flux over the surface. They also point out that 
methods must be developed to extrapolate point meas­
urements over the area. 

The problem with the energy balance approach to 
modeling snowmelt is that the data requirements are 
extensive, and these data are not usually collected. 
Anderson's model [Anderson, 1976] devotes considerable 
effort to detailed calculations of internal heat transfer 
and snowcover metamorphism that are not directly 
related to melt. His model sub-divides the snowcover 
into multiple layers only a few cm thick, with tempera­
ture, density, and liquid water content information 
required for each layer. Even if this information were 

available for the snowcover at Emerald Lake, the com­
putational requirements of running such a model on a 
snowcover that was greater than Sm deep would prohi­
bit its use. The model presented by Choudhury et al. 
[1980] which required very detailed information about 
both snow and soil structure, thermal properties, and 
liquid water content, was never adequately tested, 
because its data requirements could not be met even at 
carefully instrumented snow study plots. The complex­
ity of many of the energy balance snowmelt models 
developed has reduced them to academic exercises, with 
little or no effort made to apply them to hydrologic prob­
lems. To develop a physically based snowmelt model 
that can be used in a watershed study, we must reduce 
its complexity. To do this, the snowmelt model 
presented here is designed to run primarily during the 
snowmelt season. During this time, the snowcover is 
more internally- homogeneous and can be characterized 
with fewer measurements. And as shown in the previ­
ous section, energy transfer during the melt season is 
dominated by radiation, which is easily and accurately 
measured. 

Most of the previously cited studies of the energy bal­
ance and snowmelt indicate that net radiation is the 
dominant input. Aguado [1985] found that in a forest 
clearing in the central Sierra Nevada that energy 
transfer at the snow surface could be determined from 
the radiation balance alone most of the time. Olyphant 
[1986a, 1986b] found that most of the spatial variation 
in energy transfer at the snow surface in alpine regions 
of the central Rocky Mountains was due to variations in 
the solar and thermal radiation balance. As shown by 
data and calculations of energy transfer in previous sec­
tions, this is also the case at Emerald Lake. This is 
advantageous, because radiation is the only form of 
energy transfer that can be directly and accurately 
measured, and investigations of the distribution and/or 
simulation of radiation transfer over a topographic sur­
face has been undertaken by several investigators [e.g.: 
Davies and Idso, 1979; Dozier and Outcalt, 1979; Marks 
and Dozier, 1979; Dozier, 1980; Arnfield, 1982; Munroe 
and Young, 1982; Siegel and Howell, 1981; Olyphant, 
1984, 1986a, 1986b; Dozier and Marks, 1987]. Marks et 
al. (1986] presented a detailed monitoring strategy for 
energy balance studies in alpine regions that 
emphasizes net radiation. The energy balance 
snowmelt model developed for this study is based on the 
premise that radiation is the dominant form of energy 
transfer during snowmelt, and that accurate measure­
ments of radiation are available at one or more points in 
the watershed. The model also assumes that the snow­
cover is homogeneous enough that it can be described 
with only a few measured parameters: average tempera­
ture and density, and depth. The model is a point 
model, that is the preliminary form of a model that will 
be expanded to run over a watershed. The structure of 
the model will be thoroughly tested using data from the 
Emerald Lake study before the final form is determined. 

10.1. An Energy Balance Snowmelt Model 

The snowmelt model presented here utilizes inputs of 
radiation, meteorological parameters, measurement 
heights, and snowcover properties to calculate the 
energy and mass balance of the snowcover at a point. It 
predicts melt and runoff, and adjusts the snowcover 



-146 -

mass thermal properties, and measurement heights at 
each 'time-step. The modeling approach is similar to 
that used by Anderson [1976] and Morris [1982, 1986], 
but the data requirements are simpler and more gen­
eralizable. The model is designed to run on a deep, 
alpine snowcover. It subdivides the snowcover into two 
layers: a surface layer of constant thickness, and a 
lower layer made up of the rest of the snowcover. The 
surface layer is considered the active layer, with its 
thickness set to the approximate depth of significant 
solar radiation penetration (the default value is 0.25m). 
All surface energy transfer occurs in this layer. Both 
layers are assumed to be homogeneous, and are ch?I"ac­
terized by the average temperature of each, and a smgle 
average density and average liquid water content. Data 
from Emerald Lake, Mammoth Mt., and the Central 
Sierra Snow Laboratory, in the southern and central 
Sierra Nevada indicate that this assumption is reason­
able during spring conditions, when both snow tempera­
tures and densities are uniform. During the 1986 snow 
season at Emerald Lake, this uniforrnity existed from 
March on. 

The model assumes that energy is transferred 
between the surface layer and the lower layer, and 
between the lower layer and the soil by conduction and 
diffusion. At each time-step, the model calculates the 
energy balance and then adjusts the temperature and 
specific mass of each layer. Specific mass, or mass per 
unit area (kgm-2) - is derived from densityxdepth 
(kgm-3 x m). It is used because it simplifies unit conver­
sions in the model, and because it can be converted 
directly to a unit-depth or volume of liquid water 
(m-2m-2 or Lm-2). In the case of melt or runoff, this 
term is a flux total for the model time-step, and becomes 
a specific discharge by dividing by the length of the 
time-step (seconds), usually droppin' the unit area (m-2) 
in the unit specification: m s-1, or m- s-1, or L s-1 • 

If the calculated energy budget is negative, the cold 
content, or the energy required to bring the temperature 
of the snowcover to 0.0°C, is increased, and layer tem­
peratures decrease. If the energy budget is positive, 
layer cold content is decreased until it is zero. Addi­
tional input of energy causes the model to predict melt 
(kgm-2). If melt occurs, it is assumed to displace air in 
the snowcover, causing densification, and increasing the 
average liquid water content of both layers. Liquid 
water in excess of a specified threshold becomes 
predicted runoff (kgm-2). Though meltwater is usually 
generated in the surface layer, mass lost to runoff is 
removed from the lower layer. The thickness of the sur­
face layer remains constant until the lower layer is com­
pletely melted. At that time, the model treats the snow­
cover as a single layer. 

The model allows input of mass from precipitation 
(rain or snow), by input of the time of the precipitation 
event (relative to the beginning of the model run), the 
precipitation depth, and the average precipitation den­
sity and temperature. Precipitation temperature is usu­
ally assumed to be the average air temperature during 
the storm event, but the determination of precipitation 
type (rain or snow) is based on precipitation tempera­
ture. If precipitation temperature is greater than 0.0°C, 
rain is assumed. Advection is calculated for each input 
of precipitation, and a new average density, layer con-

tent and layer temperatures are calculated, and the 
thickness of the lower layer, measurement heights and 
layer specific masses are updated. If rain occurs,_ it _is 
treated as melt water, increasing the average hqmd 
water content, causing runoff if the threshold value is 
exceeded. 

Snowmelt Model Units 
In general, the units for all model initial conditions, 

constants, inputs, and outputs conform to SI standar?-s, 
with a few variations. These are the use of specrfic 
mass, specific depth, and specific discharge, as ~scus~d 
above, and the use of decimal hours as the time urut, 
rather than seconds, as would be the SI standard. 

TABLE 10.1. Snowrnelt Model Units 

height m 
length m 
depth m 
thickness m 
density kgm-3 

pressure Pa 
temperature K 
energy flux wm-2 

energy Jm-2 
speed m s-1 

mass kg 

time decimal hours 
specific mass kgm-2 

specific depth m or m-2 m-2 

specific discharge m, m-2, or Ls-1 

specific volume mam-2 

Snowmelt Model Constants and Initial Conditions 

The snowrnelt model presented in this chapter is an 
interactive point 2-layer energy balance snowmelt 
model. It was developed on the premise that only lim­
ited input data would be available. In its current 
configuration the model is designed as a tool to help us 
better determine the range of values used for model con­
stants and coefficients, and to define the minimum data 
requirements for snowrnelt calculations over a 
watershed. The data required to establish initial condi­
tions and drive the model are relatively simple. Table 
10.2 presents a description of all required and optional 
model inputs. 

Initial conditions are set at the beginning of a model 
run. Some are held constant for the entire run, others 
are adjusted by the model or updated by additional 
input data. Run constants are established at the begin­
ning of a model run. Site elevation ze1 is used to calcu­
late the air pressure Pa from the hydrostatic equation 
and an assumption of standard sea level air pressure Po 
and a linear temperature lapse rate. The model 
assumes a constant time-step tstep, set at the start of the 
run. tstep is input in decimal hours, but is converted to 
seconds by the model. Energy and mass fluxes are 
assumed constant during this time-step. Maximum 
liquid water threshold is set as a proportion (between 
0.0 and 1.0) of the air fraction of the snowcover follow­
ing the convention set by Davis et al. [1985]: 
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(87) 

where: 

We = proportion of air fraction displaced by liquid 
water, 
Vw = snowcover volume taken up by liquid water 
(ma), 
v. = snowcover volume (ma), 
Vi = snowcover volume taken up by ice (ma). 

Some controversy exists about the water retention capa­
city of a snowcover, but the volume held is probably 
relatively small. A reasonable maximum value during 
active melt is 0.05, but this is much too large for initial 
melt conditions, and may be too large, if considered an 
average value for a deep snowcover, for any conditions 
[Colbeck, 1974a, 1977, 1978a]. The 5% value 
corresponds to a liquid water retention threshold of 
about 23kgm-a Cps =500kgm-3, Pu:. =917kgm-a), which 
would have translated into over l00kgm-2 of liquid 
water, which is far beyond anything observed. A thres­
hold value an order of magnitude less than this (0.5% or 
0.005 of the air fraction of the snowcover) is probably 
more realistic. Liquid water retention can also 
accelerate densification of the snowcover by systemati­
cally reducing the air fraction during freeze-thaw cycles 
[Colbeck, 1976, 1978b]. If the threshold liquid water 
retention we.sat is set too large the model shows very 
rapid densification. Use of the snowmelt model will 
help us define what reasonable water retention values 
are, or show that a more complicated water retention 
algorithm is required. 

The thickness of the surface layer z,,o defines the 
mass of the snowcover that will be involved in all calcu­
lations of surface energy transfer. The temperature of 
the surface layer is assumed by the model to be the 
same as the surface temperature of the snowcover. If 
this layer is too thick, it will have a large thermal iner­
tia, and the diurnal variation in computed surface tem­
perature will be damped and unrealistic. If it is too 
thin, significant penetration of radiation into the lower 
layer will occur, causing transfer of energy to the lower 
layer that is not accounted for by the model. The depth 
of radiation penetration into snow is variable, depend­
ing on grain size and solar zenith angle. However, data 
from thermistors implanted in the snowcover during 
melting conditions at the Mammoth Mt. snow study plot 
indicate that solar heating increased the measured tem­
peratures to above freezing values at depths less than 
20 cm, while thermistors at depths below this level 
tended to record a uniform temperature of 0.0°C [Robert 
Davis, personal communication]. A surface layer thick­
ness of 0.25 m was selected as the default value for the 
model, because this seemed to eliminate problems 
caused by radiation penetration, and yet was thin 
enough to allow the model to predict a reasonable range 
of diurnal ternperatures. Because the snowcover thick­
ness is in the vertical direction (rather than perpendicu­
lar to the soil surface), this may not be true for steeply 
sloping sites, where a thicker surface layer may be 
required. If the default surface layer thickness is used, 
no input is required. 

The surface roughness length z O is set as a constant 
for a model run. Over snow, which is fairly smooth, z 0 

ranges from 1.0xl0-4 to 5.0xio-3m, though once vegeta­
tion and local terrain features have to be considered, the 
value could be much higher. As long as the model run is 
restricted to a period of a few weeks, the assumption of 
a constant value is valid. 

In addition to run constants, two other types of initial 
conditions must be established at the beginning of each 
model run: 1) snowcover properties; and 2) measure­
ment heights (for turbulent transfer calculations). Ini­
tial conditions for snow properties and measurement 
heights are set at the beginning of the model run by the 
first input. of these parameters. Input of additional 
measured values of these parameters to update and ver­
ify the model predictions can occur at any time. The 
time input with the initial snowcover properties defines 
the start time of the model run. It may be 0.0, but 
whatever its value, all subsequent times will be con­
sidered" relative to the start time. Update times must be 
greater than the start time, but need not fall exactly on 
a model time-step interval. 

Snowcover depth zs is its total thickness. The thick­
ness of the surface layer Zs,o is set as a model constant, 
and the thickness of the lower layer Zs,, = zs - Zs ,o depth 
less the thickness of the surface layer. Mass losses and 
densification, and input of solid precipitation or conden­
sate cause the model to adjust zs, which is reflected only 
in Zs,l. The model updates zs and Zs,l after each time­
step. The model assumes that the density of both layers 
is uniform. The average snowcover density Ps is 
assigned to both layers. The mass lost to sublimation or 
evaporation reduces both zs and Ps. Condensation 
increases zs without changing Ps, if it occurs as a solid. 
If it occurs as a liquid, it increases mass and density, 
but not depth. Condensation during rain is assumed to 
be half solid, and half liquid. 

Melt cannot occur until the snow layer temperature 
reaches 0.0°C. Initial melt increases the density by 
decreasing depth without decreasing mass. Once the 
liquid water retention threshold has been reached, the 
snowcover is considered ripe, and additional melt will 
result in predicted runoff and will not change the den­
sity. Snowcover density is updated at every time-step. 
Average lower snow layer temperature T,,1 is computed 
as the mass-adjusted difference between Ts and T, 0• 

Ts ,o and T. ,1, are constrained to be no larger than T~, . 
T,,o is considered by the model to be the surface tem­
perature of the snowcover for calculations of energy and 
mass flux. Both of these snow ternperatures are 
updated at each time-step of the model. New average 
temperature of the entire snowcover Ts is computed as 
a mass-weighted average of Ts,o and T,,l at the end of 
each time-step. 

The initial and subsequent updates of liquid water 
content We cannot exceed the threshold value We,sat. 

This parameter represents an average value for the 
snowcover, and is considered by the model to be uniform 
in both layers. This is not physically realistic, as evi­
dence suggests that liquid water movement through 
snow is non-uniform, progressing in diurnal waves [Col­
beck, 1972, 1974a, 1974b, 1975, 1978a, 1978c, 1979a; 
Colbeck and Anderson, 1982]. For a model to ade­
quately predict the flux of liquid water through the 
snowcover, it would have to be a multi-layer model with 
more detail devoted to internal thermodynamic and 
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hydraulic processes. The model presented here is rather 
designed to predict runoff from the snowcover. Because 
the volume of liquid water retained by the snowcover is 
relatively small (less that 0.005% of the mass of the 
snowcover ), the exact location of that liquid water 
within the snowcover is not seen as critical to the pred­
iction of melt during spring. In the model evaporation 
favors liquid water over ice by the ratio oflatent heat of 
vaporization to sublimation (0.882). Evaporation 
depletes both liquid water and ice in the surface layer 
until no liquid water is left. Evaporation or condensa­
tion between the snowcover and the atmosphere occurs 
only in the surface layer. Melt, which is also generated 
primarily in the surface layer, will increase the liquid 
water content. Average snowcover liquid water content 
is updated each time-step. 

Measurement heights required for turbulent transfer 
calculations are as discussed in the previous chapter. 
Because the first input for measurement heights is used 
to set the initial conditions for the model run the first 
time input with measurement heights tr.start must be 
the same as the time input with the first snowcover pro­
perties data. Subsequent update times must be greater 
than the start time. 

Measurement heights for wind speed z,, or air tem­
perature and humidity ZT may be different, or the same. 
These heights are updated by the model as the total 
snowcover depth changes. The depth of soil tempera­
ture measurement z8 is set constant for the model run. 
A default value of 0.5 mis set by the model if no value is 
input with the initial measurement heights. 

The model can be updated for the addition of precipi­
tation (rain or snow) at any time after the start of a run. 
The time of the precipitation event tpp,start must be 
equal to, or greater than, the start time of the model 
run. Precipitation depth Zpp and density PPP are used to 
calculate the mass added to the snowcover and to adjust 
the total snowcover depth zs and average density Ps. 
Compaction is not considered by the model. Precipita4 

tion temperature is usually assumed to be the average 
air temperature during the storm event, but because 
this parameter is used by the model to differentiate 
between rain and snow, care must be taken. Snowfall 
cannot have a temperature above Tnu1t and rain must 
have a temperature greater than TtMlt. The model can­
not make adjustments for precipitation events that are 
mixed rain and snow. These should be separated, and 
input as two separate events. Snowfall will increase 
both the mass and thickness of the snowcover. Rain 
will increase the mass, but not the thickness, until the 
liquid water retention threshold is reached. At that 
point the model will convert additional rain directly into 
runoff. The model also calculates advection, as dis­
cussed in the previous chapter, from the input precipita­
tion mass and temperature data, using the appropriate 
heat capacity. 

Snowmelt Model Input Data· 

Table 10.2 also presents a description of the basic 
input data required to run the snowmelt model. These 
data are a simplified form of the inputs required for cal­
culating energy transfer, as discussed in the previous 
chapter. Only inputs required for determination of the 
energy and mass balance of the s1_1o_wcover are required. 

Parameters that can be computed independent of the 
snowmelt model are modeled separately and the results 
used in the snowmelt model. All inputs are assumed by 
the model to be average values over the period of the 
time-step. Net solar radiation Rn.~ is modeled or 
measured independent of the snowmelt model. As dis­
cussed in the previous section, there are a variety of 
methods to model and measure solar and net solar radi­
ation. None of these depend on information about the 
thermal condition of the snowcover, which would be 
supplied by the snowmelt model. Exitant thermal radi­
ation, however, is dependent on surface temperature, so 
the model calculates net thermal radiation from the 
input of thermal irradiance and modeled snow surface 
layer temperature. Air temperature, vapor pressure, 
and wind speed are combined with modeled snow sur­
face temperature and calculated snow surface vapor 
pressure to calculate turbulent transfer at each time­
step. Energy transfer between the snowcover and the 
soil is calculated from modeled snowcover properties 
and measured soil temperature. Air temperature, vapor 
pressure, wind speed, and soil temperature are assumed 
by the model to have been measured at the heights set 
in model initial conditions. The soil temperature meas­
urement depth is constant for the model run, but the 
other measurement heights are updated by the model if 
the snow depth changes. Measured runoff from the 
snowcover is an optional input. If these data are avail­
able, the model will calculate the difference, or error in 
modeled runoff for each time-step. 

Energy and Mass Balance Calculations 

Once the initial snowcover and measurement height 
parameters are set, the thermal and mass condition of 
the snowcover is calculated. First the thickness of the 
lower snow layer is calculated: 

(88) 

Then specific mass of each layer is calculated: 

(89) 

(90) 

ms =ms,o+m,., (91) 

where: 

m,.o, m 11 ,, = specific mass of snow surface and lower 
layers (kgm-2), 

ms = specific mass of entire snowcover (kg m-2) 

Temperature of the snow surface layer T11 , 0 and average 
temperature for the entire snowcover Ts were either set 
from input snow conditions or calculated at the end of 
the last model time-step. Temperature of the lower 
snow layer T11 ., is set by: 

ms T. m11,oT • l =TS -- - s,o-- (92) 
• m,,l ma,l 

The cold contents, or the amount of energy (J m-2) 

required to bring each of the snow layers to the melting 
temperature is calculated: 

CCs,O =Cp_i.oc,O m 11 ,o [T11,o-Tmeit] (93) 

CC:,,l = cp_i.oc,l ma,l [Ta,l -Tnu1t] (94) 
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ccs = cc.,o + cc.,, (95) 

where: 
cc,,o, cc.,1 = cold content for snow surface and lower 
layers (J m-2), 

cc8 = cold content for entire snowcover (J m-2
), 

Cp_icc = specific heat of ice for snow layers (Jkg-1K-1). 

The specific heat of ice for each layer is calculated as a 
function of layer temperature, as discussed in the previ­
ous chapter. Note that because the temperature of the 
snow layers is constrained to be no greater than 0.0°C, 
the value of the layer cold contents cc.,o and cc,,,, is 
always negative and cannot be greater than 0.0. 

Once these calculations have been made the modelIf 
reads the input data to calculate the energy budget of 
the snowcover. This calculation is based on the same 
equations presented in the section discussing energy 
exchange at the snow surface. Net radiation is calcu­
lated by: 

(96) 

Rn.sol and 11w are inputs; T,,, 0 begins at the initial input 
value and is then calculated and updated at the end of 
each time-step by the model. Surface emissivity £s is 
set at a constant value of 0.99 by the model. 

Turbulent transfer terms, H and Lu E, are calculated 
by the method presented in the previous chapter: 

H = (Ta -T,,o)a" k U•P Cp 

In[ ZT;/·] -w .. [ 1] 
(97) 

LuE = (q -q,,o) av k u. p (98)

In[ z. ;/•] -wn[ i] L, 

The measurement heights, zT and z,,., are set as initial 
conditions and then updated by the model; zq is 
assumed by the present configuration of the model to be 
equal to ZT. The roughness length z 0 is set as a model 
constant at the beginning of the run. Air temperature 
Ta, wind speed u, and vapor pressure ea, are model 
inputs. Snow surface layer temperature T,,, 0 is calcu­
lated by the model at the end of each time-step; snow 
surface vapor pressure is calculated as a function of 
Ts ,o• Specific humidity of the air q and of the surface q, 
is calculated from air pressure Pa and vapor pressure of 
the air ea and the snow surface e,,0• 

Energy transfer by conduction and diffusion between 
the soil and the lower layer of the snowcover is calcu­
lated using the method discussed in the previous 
chapter: 

G = 21',,1 Kg (T6 -T,,1 ) (99)
Keg z,,l + Kes,l Zg 

where: 

Ka,, = effective thermal conductivity of lower snow 
layer (J m-1 K-1 s-1), . 

Keg = effective thermal conductivity of soil layer 
(J m-1 K-1 s-1 ). 

The effective thermal conductivity of the lower snow 
layer Ka ,l and of the soil layer K. account for both con­
duction and diffusion of water vapor, and are functions 
of density, temperature, and air pressure. They are cal­
culated using the method presented in the previous 
chapter. Soil temperature T6 and measurement depth 

which define the temperature and thickness of thez6 
soil layer are model inputs. 

Energy transfer by conduction and diffusion between 
the snow surface layer and the lower snow layer is cal­
culated in the same manner: 

Go= 2Ka,ol<e,,z (T,,, -T,,o) (l00) 
K..,1 Z8 ,0 + Ka,OZ11,l 

where Ka,o is the effective thermal conductivity of snow 
surface layer (J m-1 K-1 s-1) This calculation allows the 
transfer ·of energy· from the surface layer to the rest of 
the snowcover. 

Advected energy transfer to the surface layer is calcu­
lated only during time-steps when precipitation input 
has occurred. Advection is calculated using the 
approach presented in the previous chapter: 

M = Cp_p PPP Zpp [Tpp -T•. 0] 
(101) 

t,up 

Advection is converted from a total (J m-2), to an aver­
age flux (Wm-2) for the time-step, by dividing by the 
length of the time-step in seconds t,,ep • The density, 
depth, and temperature of precipitation are model 
inputs. The temperature of the snow surface layer T,,o 
is updated by the model at each time-step. The specific 
heat of precipitation Cp_p is calculated as a function of 
precipitation temperature TPP, using the methods 
presented in the previous chapter. If the precipitation 
temperature is greater than Tmelt, the model assumes 
that rain has occurred and the specific heat of water is 
used in the calculation of M. Otherwise the model uses 
the specific heat of ice. 

The surface energy exchange terms are summed to 
determine the net energy transfer to the surface snow 
layer: 

(102) 

and the total energy transfer to the snowcover: 

t,.Q =t,.Qo+G (103) 

These are used to determine the energy available for 
melting or re-freezing in each layer: 

Qo = ( t,.Qo t,up) +ccs,o (104) 

Q, = (( G -Go)t,up) + ccs,l (105) 

The sign of an energy transfer term denotes whether it 
is toward(+) or away from(-) a layer. Therefore, if the 
transfer of energy during a model time-step is from the 
surface layer to the lower layer, the sign of G 0 would be 
negative, because it is a flux away from the surface 
layer. 

If Q 0 or Q, is positive, melt is calculated and the 
liquid water content of the snowcover ws is adjusted: 

Qo 
qmclt,O = -L-- (106) 

f ,melt 
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Ws = Ws + qmdt,O (107) 

Qz
qTMlt,l =_L___ (108) 

f ,TMlt 

Ws = Ws + qmd.t ,l (109) 

where: 

qmd.t,o = snow surface layer melt (kgm-2), 

qmd.t .z = lower snow layer melt (kg m-2), 

Lr ,17U!lt = latent heat of fusion at Tnvlt (3.336xl 05 

Jkg-1 ). 

The layer cold contents cc",o or cc",z are set to 0.0, and 
they become the adjusted cc",o or cc". 

If Q O or Q1 is negative, and liquid water is present, 
the energy required for re-freezing is calculated: 

(110)Qo., = L,. ..,,, [ :: z,.o] 

Q,., =Lr . ..,,, [ :: z,.,] 
If the sum [Qo + Qo.zl or [Qz + Qz,zl is negative: 

(112)ws =ws -[ :: z,.~ 

CCs ,o=Q o + Q o.z (113) 

(114)ws =ws -[ :: z,.,] 
CCs,1=Qo + Qz,z (115) 

If these sums equal 0.0 the same adjustment is made to 
the snowcover liquid water content, but ccs,o and cc11 ,1 
are set to 0.0. If the sums are positive liquid water con­
tent ws is adjusted by: 

Qo + Qo,z 
(116)ws =ws -[ :: z,,o] 

Lr,nv:11 

Q, + Ql,z 
WS = Ws - (117)[ :: z, ,I] 

Lr.mat 

and layer cold contents cc.,0 and ccs,l are also set to 0.0. 

If melt occurs during a time-step the total thickness 
of the snowcover zs and the thickness of the lower snow 
layer zs,l will be reduced: 

qmd.t = qnvlt,O + qmd.t,l (118) 

qnvlt 
zs =zs --- (119)

Ps 
Zs,l = Zs - Zs,O (120) 

Because no runoff has yet been predicted the specific 
mass of the entire snowcover has not changed. However 
average snowcover density is increased, and the specific 
masses of the snow surface and lower layers and the 
cold content of the entire snowcover adjusted: 

ms 
Ps =-­ (121) 

zs 

(122) 

m.,z =Ps z.,1 (123) 

CCs = CC•,O + CC11 ,J (124) 

Evaporation or condensation between the snow sur­
face layer and the atmosphere E was determined dur­
ing the calculation of latent heat flux LvE. Evaporation 
or condensation between the lower snow layer and the 
soil is calculated: 

E1 = pD, [ q, :,q,,,] (125) 

where: 

E1 = evaR°rative flux between soil and lower layer 
(kgm-2 s- ), 
q6 , qa,l = specific humidity of soil and lower snow 
layer 

Total mass of evaporative loss or gain is: 

Es = ( E + E, ) tstep (126) 

where Es is the evaporative loss or gain from snowcover 
(kgm-2). If liquid water is present, it is preferentially 
evaporated in the model by the ratio of the latent heat 
of vaporization to sublimation (0.882). The snowcover 
liquid water content w 5 after adjustment for melt or re­
freezing, is set equal to w 5 ,old and then adjusted for eva­
poration: 

ws = ws ,old + 0.882E8 (127) 

The remaining evaporative loss, or all evaporation after 
liquid water has been depleted, is modeled as sul::­
limated ice. This decreases total snowcover depth Zt 

and causes adjustment of average snowcover density 
and the snow layer specific masses: 

Es + ( ws ,old - ws )]
zs =zs + 0.5 (128)

[ Ps 

ms =ms +Es (129) 

Zs,l = Zs - Za,,O (130) 

ms 
Ps =-- (131) 

Zs 

ms.O =Ps Zs,O (132) 

ms,l =Ps Zs,l (133) 

Half of the ice lost is assumed to be decreased depth. 
The remaining sublimated ice and all evaporated liquid 
water decrease the density and mass of the snowcover. 

The remaining liquid water content, after all snow­
cover depth, density, and mass adjustments for melt, 
re-freezing, and evaporation or condensation, is checked 
to see if We is greater than the threshold retention pro­
portion of the air fraction of the snowcover We ,sat: 

Vs =zs (134) 

V:- - ms -ws (135) 
l - Pu:e 

Va =Vs-½ (136) 
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TABLE 10.3. Output f.rom Sno~elt Model 

Energy Fluxes: One output record is produced for every input record. 

Net all-wave radiation (W m-2).R. 
H Sensible heat transfer (W m-2>. 

L,,E Latent heat transfer (W m-2). 

G Heat transfer by conduction and difTusion between the snow and soil (W m-2). 

M Heat transfer by advection (W m-2). 

AQ Sum ofenergy flux terms (W m-2). 

Mass Fluxes: One output record is produced for every input record. 

E Evaporation/sublimation, or condensation (kg m-2). 

Predicted snowmelt (kgm-2).q"""' 

qout Predicted runoff(kgm-2>. 

[qout ,.,,. ] Runoff error qout - qout ,.,,,_ (kgm-2). (Output of this parameter occurs only ifop­
tional measured runoff qout ,,,... is included with the input data.) 

Snow Properties: One output record is produced for every input record. 

CCs 

Zs 

Ps 

ms 

Ws 

T.,o 

T.,, 

Ts 

Model Error: 

Cold content, or energy required to bring entire snow cover to T,,.., (J m-2). 

Predicted total snowcover depth (m). 

Predicted average density for the entire snowcover (kgm-3). 

Predicted specific maa11 for the entire snowcover (kg m-2). 

Predicted total liquid water content for the entire snowcover (kg m-2). 

Predicted average snow aurface layer temperature (K). 

Predicted average snow lower layer temperature (K). 

Predicted average temperature for the entire snowcover (K). 

Difference between predicted and measured snow property parameters at the time 
of snow properties update. Output record is produced only if snow properties up­
date data are available. 

,.,.,,.,., Time of snow properties update, relative to start of model run (decimal hours). 

Zs,.,,. Error in predicted total snow depth zs - zs ,,_... 

Ps,.,,. Error in predicted average density of the entire snowcover Ps - Ps ,nwm. 

ms,.,.,. Error in predicted specific ma1111 of the entire snowcover ms - ms,,_.. 

Ws,a-r Error in predicted total liquid water content for the entire snowcover 
ws-ws,,-• 

T.,o,.,,. Error in predicted average snow surface layer temperature T., 0 -T.,o,-.· 

T.,,,OT Error in predicted average snow lower layer temperature T. ,I - T. ,l ,mms • 

Ts,ur Error in predicted average temperature for the entire snowcover Ts -Ts ,meaa.
-~ 
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TABLE 10.4. Average SnowcoverCharacteristics 
Emerald Lake Watershed Study, 1985-86 Snow Season 

Date Zs Ps SWE T.,o Ts We 

(m) (kgm-3) (m) (OC) (OC) 

Ridge Site 

86/01/17 1.98 
86/02'04 2.45 
86/04/13 6.00 
86/06/06 5.90 
86/06/23 4.65 
86/06/27 2.50 

Lake Site 

86/01/18 1.65 
86/02'06 2.30 
86/03/05 3.20 
86/06/02 4.06 
86/06/21 3.57 
86/06/27 2.03 

411-
365 
548 
520 
572 
578 

461. 
365 
461 
593 
554 
590 

0.814 
0.895 
3.290 
3.170 
2.660 
1.440 

0.761 
0.839 
1.476 
2.400 
1.980 
1.200 

-0.3 
-8.9 
-0.1 
0.0 
0.0 
0.0 

-1.9 
-6.2 
-0.2 
0.0 
0.0 
0.0 

-1.4 
-3.3 
-0.1 
-0.07 
0.0 
0.0 

-2.1 
-6.1 
-1.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.3 
0.8 
1.0 

0.0 
0.0 
0.0 
0.4 
0.9 
1.0 

TABLE 10.5. Snowmelt Model Test Run 
Emerald Lake Watershed. 1986 Snow Season 

Run: 86/04/14 - 86/05/06 (524 hrs) 

Average Energy Flux (W m-2): 
ProceBB Flux 

Rn 7.33 
H 171.94 

LuE -169.97 
H+L,,E 1.66 

G 0.30 
M _.Q.fil! 
AQ 12.69 

Calculated Mass Flux (k.gm-2): 
Process Flux 

[pppxzpp] 56.0 
Es -116.6 
E, 1.1 

qout ___M_ 
Total -59.5 

Snowmelt Model Result: 

Parm Units Start End Measured Error 

Zs m 6.00 5.83 5.90 0.08 
ms kgm-2 3288.0 3229.0 3186.0 43.0 
Ps 
W5 

kgm-3 
kgm-2 

548.0 
0.0 

554.0 
0.8 

540.0 14.0 

T •. o K 273.15 270.9 273.15 -2.25 
T,,,, K 273.05 273.10 273.08 0.02 
Ts. K 273.05 273.10 273.08 0.02 
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(137) 

where: 

V

Pa = density of ice, no air (917kgm--3), 
Pw,malt = density of water at 0.0 C (999.87kgm--3), 
Wmaz = maximum water retention (kgm-2), 

11 = volume air fraction of snowcover (m3 m-2). 
The above equations are dimensionally correct because 
each of the above volume terms is a specific volume with 
units of meters. 

If w8 is greater than w maz runoff is predicted and 
both the density, p8 , and specific masses m,,o, m,.,, and 
ms are appropriately reduced: 

t qa,,t =Ws - Wmu (138) 

ms= ms -q°"' (139) 

ms 
Ps=- (140) 

zs 

m,.o =z,.o Ps (141) 

m,,1 = z,,1 Ps (142) 

Ws = Wmaz (143) 

If the snowcover cold content ccs is equal t.o 0.0 the 
temperatures of both layers and the snowcover are set 
to Tmalt• If not the snow layer temperatures are 
adjusted: 

(144) 

(145) 

(146) 

Snowmelt Model Output 

Table 10.3 below presents detailed description of the 
output from the snowmelt model. An output record is 
written for each input record. Runoff error is output 
only if measured runoff from the snowcover is included 
in the model inputs. Total snowcover cold content, 
depth, and specific mass are the sum of their layer 
values. 

Multiple inputs of snowcover properties, measure­
ment heights, and precipitation properties can be made. 
If additional inputs on snowcover properties or meas­
urement heights are made, the model will calculate the 
difference or error between modeled and update param­
eters, and then update all affected parameters. In prac­
tice, however, it is unlikely that frequent update data 
will be available. 

If update data for snowcover properties or measure­
ment heights were input, the error for snowcover depth, 
density, specific mass, surface and layer temperatures, 
liquid water content, and measurement heights are 
written to an error file. 

10.2. Preliminary Test of the Snowmeff Model 

Ultimately, the snowmelt model presented here will 
lead t.o a model that will predict the magnitude, timing, 
and location of the generation of snowmelt runoff over a 
watershed. The model presented here is designed t.o 
improve our understanding of the interaction of energy 
transfer and snowmelt processes. As presented, the 
model is relatively simple, both in concept and in struc­
ture. It is easy to run and to modify, so that variations 
on the inputs and modeling assumptions can be 
evaluated. The methods used to calculate energy flux 
from measurements of meteorological and surface 
parameters are designed to give reliable results from 
data which is commonly available. The sensitivity of 
snowmelt calculations to errors and uncertainties in 
these inputs must be tested. 

The simplifying assumptions about the internal heat 
and mass transfer processes within the snowcover have 
not been adequately tested. The snowmelt model will 
help with this process by allowing repeated calculations 
using a variety of inputs and different assumptions 
about the condition and response of the snowcover to 
energy flux. 

The model is difficult to verify using the 1986 snow­
cover data. Data collection was done before the input 
requirements of the model were completely defined. A 
decision to sample more sites less frequently improved 
the understanding of the spatial distribution of the 
snowcover, but it made model verification less effective. 
Detailed information on snow depth, density, tempera­
ture, and liquid water content were measured or 
estimated repeatedly only six times during the 1986 
snow season at the ridge and lake sites. This offered 
five time periods during which there would be an initial 
and a final measurement of snowcover properties. 
Unfortunately, these are ·fairly long time periods that 
leave uncertainty about changes to the snowcover that 
may have occurred between measurements. Table 10.4 
presents measured snowcover conditions for both sites. 
Because of the input of significant precipitation during 
winter and early spring, it was appropriate tot.est the 
snowmelt model only during the last three intervals at 
the ridge site and the last two intervals at the lake site. 
These periods begin just prior to snowmelt at the ridge 
site and early in the snowmelt season at the lake site. 
Snow temperatures are uniform and close to isothermal, 
and densities are high, and do not change appreciably 
during the test period, though considerable mass is lost 
indicating melting conditions. The last column in the 
table presents an estimate of the liquid water satura­
tion of the snowcover. In this representation a value of 
1.0 would be equivalent to the liquid water retention 
threshold. 

Few measurements of liquid water content in the 
snowcover were made during the 1986 snow season, and 
no estimate of the average value for snowcover was 
made. Initial runs of the snowmelt model indicate that 
it is sensitive to the magnitude of the maximum thres­
hold set, which is used by the model to predict runoff. 
Indications are that the lower the threshold, the more 
realistic the runoff predictions. It would appear that 
the snowcover had a very low water retention threshold 
( <0.005), and was essentially saturated from mid-March 
on. 
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The large magnitude of the snowcover also presents a 
problem for verification of the model. It is estimated 
that density determinations are accurate to around 
5-10%. Thus from the table above, a density of 
593kgm-3 is not really that different from 554kgm-3. 
Yet the fact that the measurement indicates that the 
density decreased during the time period, has a marked 
effect on the relationship between measured and 
predicted mass loss, for a model run during this period. 

The model was run successfully for the period 
between 86/04113 and 86/05/06 at the ridge site pri­
marily because this was prior to active melt, and there 
was little liquid water present. Though the results from 
this test are good, it does not mean that the model is 
without problems. This run of the model was made dur­
ing a time when liquid water was minimal, and during 
which significant melt did not occur. Under these condi­
tions, the model shows that the input data and the tech­
niques for calculation of energy transfer are reliable. 
The calculation of mass flux within the snowcover and 
runoff from the snowcover are not tested by this run. 
The differences between calculated and measured 
parameters at the end of the model run are well within 
measurement accuracy, and are not significant. Liquid 
water content was not measured, so the model error is 
unknown. Table 10.5 presents the results of this run. 
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TABLE 10.2. Snowmelt Model Input Requirements 

Run Constants: Values held constant for model run. 

Precipitation: 

Site elevation (m). 

Model run time-step (decimal hours). 

Threshold maximum liquid water content as a proportion of the air fraction of the 
snowcover (dimensionless). Suggested value wc,aat = 0.01 or less. 

Thickness of the snow surface layer (m). Suggested value Z8 ,o =0.25 m. 

Surface roughness length (m). Suggested value z Obetween 0.005 and 0.0001 m. 

Soil Temperature measurement depth below soil surface (m). Suggested value 
z ::::0.6m.6 

Repeat input as needed during model run. 

Snow Properties: 

Time of precipitation, relative to start time of model run (decimal hours). 

Depth of precipitation (m). 

Precipitation density (kgm-3)_ Rain should have a density ofl0OO kgm-3• 

Precipitation temperature (K). Used to separate rain from snow. TPP for rain 
must be greater than T,,.., . 

A(ijusted at the end of each model time-step. First input defines initial conditions 
for model run. Can be updated. 

Ps 
T •. o 

Ts 

Measurement Hts: 

Time of snow properties update, relative to start time of model run (decimal 
hours). The initial input of '• ..tart is the start time of the model run. 

Total snowcover depth as a height above the ground (m). 

Average density for the entire snowcover (kgm-3). 

Average temperature of the snow surface layer (K). 

Average temperature for the entire snowcover (K). 

Average liquid water content for the entire snowcover as a proportion of the air 
fraction of the snowcover (dimensionless). Must be less than or equal to wc,!IOt. 

A(ijusted for changes in zs at end of each model time-step. First input defines ini­
tial conditions for model run. Can be updated. 

Time of measurement height update, relative to start time of model run (decimal 
hours}. The initial input of '•,start must be equal to the initial input value of 
t•.•tart• 

Wind speed measurement height above snow surface (m). Can be equal to zT. 

Air temperature and humidity measurement height above snow surface (m). Can 
be equal to Zu • 

Input Data: Required for each time-step of model run. 

Net solar radiation (W m-2). 

Incident thermal radiation (W m-2). 

Air temperature measured at zT (K). 

Vapor pressure measured at zT (Pa). 

u Wind speed measured at z" (m s-1). 

Soil temperature measured at z
8 

(K). 

Runoff measured from the bottom of the snowcover (kgs-1 or m-2 s-1 ). This input 
is optional. 


